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ABSTRACT
Software defect prediction research has adopted various evaluation
measures to assess the performance of prediction models. In this
paper, we further stress on the importance of the choice of appropri-
ate measures in order to correctly assess strengths and weaknesses
of a given defect prediction model, especially given that most of
the defect prediction tasks suffer from data imbalance.

Investigating 111 previous studies published between 2010 and
2020, we found out that over a half either use only one evaluation
measure, which alone cannot express all the characteristics of model
performance in presence of imbalanced data, or a set of binary
measures which are prone to be biased when used to assess models
especially when trained with imbalanced data.

We also unveil the magnitude of the impact of assessing popular
defect prediction models with several evaluation measures based,
for the first time, on both statistical significance test and effect size
analyses. Our results reveal that the evaluation measures produce a
different ranking of the classification models in 82% and 85% of the
cases studied according to the Wilcoxon statistical significance test
and 𝐴12 effect size, respectively. Further, we observe a very high
rank disruption (between 64% to 92% on average) for each of the
measures investigated. This signifies that, in the majority of the
cases, a prediction technique that would be believed to be better
than others when using a given evaluation measure becomes worse
when using a different one.

We conclude by providing some recommendations for the se-
lection of appropriate evaluation measures based on factors which
are specific to the problem at hand such as the class distribution
of the training data, the way in which the model has been built
and will be used. Moreover, we recommend to include in the set of
evaluation measures, at least one able to capture the full picture of
the confusion matrix, such as MCC. This will enable researchers to
assess whether proposals made in previous work can be applied for
purposes different than the ones they were originally intended for.
Besides, we recommend to report, whenever possible, the raw con-
fusion matrix to allow other researchers to compute any measure of
interest thereby making it feasible to drawmeaningful observations
across different studies.
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1 INTRODUCTION
Software bugs are costly. Themost common cost of bugs is poor user
experience, which causes software abandonment. For example, one
of the most prominent reasons mobile users delete an application,
often after a single use, is due to the app crashing [28]. In the worst-
case scenario, their cost can be life-threatening as in the case of
the IT glitch of the UK National Health Service which put 10,000
patients at risk of being given the wrong medication in 2018 [8].
The earlier a bug is found and fixed, the less it costs.

Software defect prediction research aims to support engineers
in identifying defective components, early in the development pro-
cess. An ideal prediction model is the one able to unveil as many
defects as possible without raising false alarms (i.e., flagging clean
components as defective).

However, as shown by Zhang et al. [56], achieving this in practise
is challenging as optimising for one aspect often compromises the
other (especially for problems such as the ones with large negative
vs. positive ratios). On the other hand, defect prediction models
with high detect capabilities and high false alarm, or vice-versa
models with low detective capabilities but high precision, can still
considered effective depending on the business context [32, 33]. For
example, a defect prediction model for safety critical software can
be considered effective if it exhibits a high probability of detecting
defects, even if it does so at the cost of generating a large number
of false alarms. Similarly, a model that sacrifices certain detective
capabilities in order to achieve a better precision can be desirable
when there is, for example, a high cost in checking false alarms.

The use of appropriate evaluation measures guides practitioners
and researchers to understand whether a given prediction model is
fit for their purposes [17].

However, previous work has raised alarms about the way re-
searchers have employed these measures to assess the effectiveness
of the prediction models proposed in their work, especially in the
presence of imbalanced data [4, 6, 12, 17, 20, 48]. The importance
of adopting suitable measures has been often overlooked, thereby
leading to discordant empirical results (i.e., conclusion instability)
and hindering meta-analysis across different studies [9, 34, 47].
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In this paper we invite the community to reflect better on the se-
lection of appropriate evaluation measures to support the scientific
conclusions that are drawn on the effectiveness of defect prediction
models.

To this end, we first analyse how researchers have selected and
used these measures over the last decade by examining 111 defect
prediction studies published between 2010 and 2020. We find that
59% of these studies do not properly motivate the use of their
evaluation measures depending on the business context, and less
than half acknowledge that their findingsmight change if the results
are assessed by using a different evaluation measure. Furthermore,
we find that, despite the warnings raised in previous studies [4,
17, 24], the use of some problematic measures has become more
frequent with time. On the other hand, no growth in the adoption
of more robust measures has been seen.

We also unveil and quantify the impact using different measures
might have in practice by carrying out a comprehensive empirical
study. Specifically, we investigate the use of six of the most widely
used evaluation measures in literature to assess and compare the
performance of seven popular defect prediction models in predict-
ing defects for 15 different real-world software systems (for total
of 24 datasets), under three different prediction scenario.

We find that there is no case where all the measures agree on
a same ranking of prediction models. Moreover, in 118 (83%) and
in 122 (85%) out of the 144 cases analysed, the ranking produced
by a given evaluation measure varies from the rankings produced
by all the other evaluation measures, according to the Wilcoxon
statistical significance test and the 𝐴12 the effect size measure,
respectively. Besides, we find that assessing model performance
based on a given measure would have changed the rank of a specific
technique between 61% and 90% of the time, on average, depending
on the measure used.

Overall, these results highlight the dramatic impact on the abil-
ity to draw meaningful conclusions across studies using different
measures often not relevant or suitable to the business context.

We encourage researchers to select evaluation measures that
fit the study’s specific aim, model and data; as well as to include
a more comprehensive and balanced measure to give an overall
view of the performance of the proposed approach. This enables
researchers and practitioners to assess and decide whether propos-
als made in previous work can be applied for purposes different
than the ones they were originally intended for. The rest of the
paper is organised as follows. We first provide the reader with some
background on previous work discussing the matters arising from
the use of different evaluation measures in defect prediction studies
(Section 2), and with a comprehensive overview of the different
metrics used in the literature (Section 3). The core contributions of
our study are presented in Sections 4 to 6. In Section 4 we report our
findings on the use of evaluation measures in 111 defect prediction
studies published over the last decade. Whereas in Section 5 we
describe the design of the empirical study we conducted and discuss
its results in Section 6. Section 7 discusses possible threats to the
validity of our study. Section 8 concludes the paper and presents
some recommendation for the selection of evaluation measures in
future defect prediction studies.

2 RELATEDWORK
A few studies have highlighted possible differences resulting from
the use of different evaluation measures, however no previous study
has provided empirical evidence on the magnitude of such differ-
ences nor its statistical significance, and the effect it can potentially
have on findings across various studies. In the following, we discuss
these studies and highlight further differences with ours.

In 2008, Jiang et al. [24] provided a review of evaluation mea-
sures for defect prediction commonly used at that time, as well as an
initial comparison of their use on the NASA data. They highlighted
possible threats coming from the use of certain/different measures
and suggested that evaluation measures should be carefully chosen
and interpreted based on the specific needs of the project. Twelve
years later, our analysis of the work published between 2010 and
2020 reveals that the threat has remained un-tackled by the com-
munity.

Moreover, our empirical study includes measures proposed more
recently, as well as a more diverse and recent set of data and for the
first time, the comparison is entirely based on statistical significant
tests and the effect size measure.

Subsequently, Jingxiu and Shepperd [54] performed a meta-
analysis of eight papers on defect prediction in order to understand
the differences resulting from the use of F-measure as opposed to
MCC. They illustrated potential biases by using confusion matrices
that portray different scenarios and found that the use of F-measure
is problematic. However they did not quantify the differences result-
ing from the comparison, in fact as they state, their study "captures
a change in direction of the effect, it does not, however, capture the
magnitude of the effect"[54]). In our study, we specifically study the
magnitude of the effect of using six different evaluation measures
(including F-measure and MCC) based on both statistical and effect
size analyses. This analysis is crucial to provide solid empirical evi-
dence on whether the use of a measure over another significantly
changes the way model performance is interpreted with respect to
the business needs.

Other studies not directly targeting this issue yet highlighting
that the problem exists are those by Arisholm et al. [4], Xuan et
al. [51], and Hall et al. [17]. Arisholm et al. [4] investigated and
compared the use of different classifiers and features to predict cross-
release defects of an industrial legacy system. To this end, they used
different evaluation measures (including Accuracy, Precision, Recall
and ROC), and observed that what is considered the best model
depends on the criteria that are used to evaluate and compare the
models.

Xuan et al. [51] came to a similar conclusion by investigating the
performance of several classifiers for within-project defect predic-
tion in 10 open-source software systems, based on a large number of
evaluation measures in order to find the best performing classifier.
The comprehensive literature survey by Hall et al. [17] reviewed
defect prediction studies published up to 2010. Despite the fact
that the primary goal of their survey was not to investigate bias
resulting from the use of different evaluation measures, they do
observe that this is an issue and provide some guidelines to prevent
it. As this study was published in 2012, one would have expected
subsequent research to adopt/follow these guidelines, however, our
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analysis of the work published in the last decade shows that this
has not been the case as we further articulate in Section 4.

3 A HITCHHIKER’S GUIDE TO DEFECT
PREDICTION EVALUATION MEASURES

In this section we describe the most common binary classification
evaluation measures, highlighting strengths and weaknesses of
their use for defect prediction.

The formulae of these measures are reported in Table 1 and
they originate from the confusion matrix (see Table 2). This matrix
describes four types of instances: TP, defective modules correctly
classified as defective; FP, non-defective modules wrongly clas-
sified as defective; FN, defective modules wrongly classified as
non-defective; TN, non-defective modules correctly classified as
non-defective.

The Accuracy measure has been one of the first measures used
to assess defect prediction models performance, but it is nowadays
widely recognised that this is a biased measure for defect prediction
models and thus should not be used. The reason is that this measure
is very sensitive to class imbalance and defect prediction data is
very often imbalanced [24]. A simple trick to maximize accuracy
when data is imbalanced is to always predict the instances as non-
defective.

Subsequently, Precision and Recall and their harmonic mean,
the F-measure (F1), have been adopted in numerous studies. These
measures consider the positive (i.e., defective) class as the only class
of interest. Similarly, False Positive Rate (FPR), which is also known
as Type I Error Rate, is also a single-focus measure and, as such, it
explains only one aspect of a classifier.

While, this can be acceptable in some domains, like information
retrieval, where the number of irrelevant documents not correctly
retrieved is hard to quantify (i.e., it is essentially unbounded), it
would not be acceptable in the medical domain, for example, where
classifying a sick person as healthy is just as important as classi-
fying a healthy person as sick. The latter can also be the case for
defect prediction since the correct identification of negative classes
(non-defective) becomes important when the cost of inspecting the
components incorrectly classified as defective (i.e., false alarms) is
high. These examples suggest that the choice of assessing a model
with Precision, Recall, F1 or (FPR) might vary according to the
business needs.

The knowledge of the business domain can indeed guide in
choosing the most appropriate way to evaluate whether a given
predictionmodel is effective for the problem at hand. In other words,
the relative importance assigned to precision and recall is an aspect
of the problem. Weighted measure can be used to control such
a delicate balance. An example is the F𝛽 measure, which can be
used to control the balance of precision and recall by setting a 𝛽
coefficient: 𝐹𝛽 = ((1 + 𝛽2) ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝛽2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +
𝑅𝑒𝑐𝑎𝑙𝑙 ). However, determining meaningful weights is not trivial in
practice [24].

Using only measures that give importance to only one class,
might lead to biased evaluation when assessing prediction models
in presence of highly imbalanced data [32]. In such a context, a
good classifier is expected to produce high accuracy in detecting
the defect class without significantly degrading the accuracy of

Evaluation Measure Definition

AUC
Area under the Receiver

Operating Characteristic Curve

Recall (PD) 𝑇𝑃
𝑇𝑃+𝐹𝑁

Precision 𝑇𝑃
𝑇𝑃+𝐹𝑃

F1 2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑃𝐷
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑃𝐷

FPR (a.k.a PF) 𝐹𝑃
𝐹𝑃+𝑇𝑁

G-measure 2×𝑃𝐷×(1−𝑃𝐹 )
𝑃𝐷+(1−𝑃𝐹 )

Balance 1 −
√
(0−𝐹𝑃𝑅)2+(1−𝑃𝐷)2√

2

MCC
𝑇𝑃×𝑇𝑁−𝐹𝑃×𝐹𝑁√

(𝑇𝑃+𝐹𝑃 ) (𝑇𝑃+𝐹𝑁 ) (𝑇𝑁+𝐹𝑃 ) (𝑇𝑁+𝐹𝑁 )

Accuracy 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

G-mean
√
PD × (1 − FPR)

Table 1: The definition of the measures.

detecting the non-defect class [20]. In other words, probability of
detection (or Recall) and probability of false alarm (or FPR) are
important performance metrics in the class imbalance context, and
it is usually recommended the use of balanced measures, such as
G-measure and G-mean2, to properly assess model’s performance.
These measures give equal importance to the positive and the neg-
ative class, i.e., they are formulated based taking into account both
probability of detection and probability of false alarm, and thereby
show how much balance between two metrics is achieved overall.

Similarly, the distance to heaven (d2h) measure (a.k.a. Balance
= 1 - d2h) computes the distance of FPR and Recall to the ideal
(heaven) values of FPR=0 and Recall=1. Therefore, the smaller d2h
(higher Balance), the better the performance of the classifier. Based
on the definition of d2h, it is clear that a high Recall leads to a
lower d2h; whereas a high FPR results in a higher d2h.

Ranking measures have also been used to assess prediction mod-
els. The most popular one is the Area Under the ROC1 Curve (AUC),
which can be interpreted as the probability that a model ranks a
random positive observation higher than a random negative obser-
vation. The AUC is a reliable heuristic to evaluate and compare the
overall performance of classification models as it is scale-invariant
(i.e., it measures how well predictions are ranked, rather than their
1The Receiver Operating Characteristic (ROC) is a graph showingmodel’s performance
in terms of True Positive Rate and False Positive Rate at all classification thresholds.

Predicted Value
Actual Value Defective Non-Defective
Defective True Positive (TP) False Negative (FN)
Non-Defective False Positive (FP) True Negative (TN)

Table 2: Confusion Matrix for Binary Classification.
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absolute values) and threshold-invariant (i.e., it measures the qual-
ity of the model’s predictions irrespective of the exact classification
threshold chosen). However, it is not applicable in practice since a
deployed classifier must have a particular classification threshold
[18]. Thus, unless a classifier outperforms another for all possible
threshold values, AUC cannot be used to compare and rank classifiers
[36, 45].

A different approach based on statistics, is the phi-coefficient (𝜙)
[13], also known as Matthews Correlation Coefficient (MCC) when
applied to classifiers [31]. This approach considers the true class
and the predicted class as two (binary) variables, and computes
their correlation coefficient, in a similar way to the computation of
the correlation coefficient between any two variables. The higher
the correlation between true and predicted values, the better the
prediction. MCC has the nice property of being perfectly symmetric,
i.e., no class is more important than the other, and switching the
positive and negative class yields to a same MCC value. Since MCC
takes into account all four values in the confusion matrix, a coeffi-
cient close to 1 means that both the positive and negative classes
are predicted accurately, even when the data is imbalanced.

The use of MCC allows to capture overall model performance, and
thus it is often recommended for evaluating the performance of
classification models across different tasks or in the presence of
imbalanced data. Previous studies have argued that using MCC is
more appropriate than using F1, (or AUC), alone for defect prediction
studies [46, 54], yet our survey, (described in Section 4), shows that
MCC has not been widely adopted yet (see Figure 2). A detailed
comparison of MCC, F1 and AUC can be found elsewhere [12, 15, 46,
54].

The above measures are easy to compute, and this has generated
the use of a variety of different measures over the years, even if they
were not always related to the specific model usage requirements
as we further articulate in the next section.

4 INVESTIGATING THE USE OF EVALUATION
MEASURES IN THE DEFECT PREDICTION
LITERATURE

As discussed in Section 2, the use of different evaluation measures
has raised a concern within the defect prediction community that
dates back to over 10 years ago [24], but what has changed since?
and how have we handled this crucial aspect in our studies? In the
following we aim at answering these questions by reviewing prior
studies published over the last decade.

4.1 Search Methodology
We used Scopus to search for research articles published between
2010 and 2020 (June 2nd) by using the query: ("Defect" || "Fault" ||
"Bug") & ("Prediction" || "Prone"). This search resulted in 242 papers.
Among these, we manually filter out irrelevant publications by
following the three step process adopted in previous surveys [22, 30]
as described below:

(1) Title: First, we exclude all publications whose title clearly
does not match our inclusion criteria;

(2) Abstract: Second, we examine the abstract of every remain-
ing publications. Publications whose abstract does not meet
our inclusion criteria are excluded at this step;

(3) Body: We then read, in full, all publications that had passed
the previous two steps. Manuscripts are excluded if their
content does not satisfy the inclusion criteria or contribute
to this survey.

To ensure that the publications included in this survey are rele-
vant to the context of binary defect prediction, at each of the above
steps we apply the following inclusion criteria:

- The publication should investigate an experimental study of
software defect prediction models, metrics or data.

- The publication predicts a dichotomous outcome (i.e., defect
or not defect-prone).

Based on the above three-stage process and inclusion criteria,
we iteratively reduce the amount of publications obtained from
the Scopus search, until we end up with a set of 111 publications
investigated herein. For the sake of space, we provide the full list
of papers in our online appendix [1].

We then manually examine the 111 papers to extract relevant
information. In particular, in order to identify which evaluation
measures were used in each study, and the rational for them, we
analyze the section discussing the evaluation measure/procedure.

We consider a study to have explained its use of measures when it
provides a clear reasoning for the choice of measures as opposed to
others, or when otherwise, the reason is obvious from the research
context.

Finally, we proceed by checking whether the study mention any
challenge arising from the choice of the evaluation measure(s), and
hence whether any mitigation was put in place. We consider a study
to have acknowledged and mitigated the importance of choosing
proper evaluation measures if it discusses, for example, limitations
of the used measure, the existence of measures other than the ones
used, the fact that different measures might yield different results,
the necessity to complement the used measures with additional
ones, etc.

4.2 Results
We report the number of papers that use a specific measure in Table
3 as well as the number of studies that use one or multiple measures
in Figure 1, and the frequency of measure use over time in Figure 2.

Figure 1: Number of measures used in prior studies.
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Evaluation Measure No. of Studies (%)
AUC 60 (54%)
F1 59 (53%)
Recall (PD) 57 (51%)
Precision 43 (39%)
FPR (a.k.a. PF) 19 (17%)
G-measure 12 (11%)
Balance 10 (9%)
MCC 13 (12%)
Accuracy 12 (11%)
G-mean 9 (8%)
Others 10 (9%)

Table 3: Number of studies using a given measure.

We can observe, from Table 3, that more than nine different
evaluation measures have been used to assess defect prediction
models over the past 10 years.

The most used measures are AUC and F1 (used in 60% and 59% of
papers, respectively), followed by Recall and Precision (used in
57% and 43% of papers, respectively). As explained in Section 3, mea-
sures such as AUC and F1 do not portray the full confusion-matrix
and can lead to biased results when used for assessing classifier
performance on unbalanced datasets, which is often the case for
defect prediction data. A variety of symmetric and robust measures
exist [45], however we found (see Table 3) that they have been
adopted by much fewer studies (e.g., MCC 12%, G-measure 11%,
G-mean 8%, Balance 9%).

Moreover, as shown in Figure 1, 30% of the papers analysed
use only one measure to evaluate defect prediction models, among
which AUC is the most common (53%), followed by F1 (33%).

Using only one measure might affect the validity of these studies
especially if such measure is among those that have been shown
to be problematic (see Section 3). This is the case of AUC and F1,
which might be biased when imbalanced data is used, as further
explained in Section 3.

The threat might still be present in past studies that use more
than one measure. Indeed, among the 14 studies (13%) which use
two measures, four of them (29%) use AUC and F1 together; and
among the 31 papers (28%) using three measures, 13 of them (42%)
use F1 and its constituent components (i.e., Recall and Precision).
Furthermore, when analysing the studies that use four measures, 10
out of 24 (42%) use a set that may still be biased as it includes a subset
of Accuracy, F1, Precision, Recall, and AUC. This is somehow
worrying since these measures are known to be problematic [14, 18,
24, 41], as explained in Section 3. Their use should be complemented
with the use of balanced measures such as G-measure or MCC.

Together, these results highlight that 56 out of the 111 papers
examined (51%) might have drawn different conclusions had they
considered a more comprehensive set of measures.

Further, when observing the use of the evaluation measures
over the years, presented in Figure 2, results show that despite the
warnings raised in previous studies about the use of AUC, F1, and
its constituents [14, 18, 24, 41], their use has actually become more
frequent with time. On the other hand, we do not observe as big
of a growth in the adoption of more robust measures advocated in

Figure 2: The frequency of measure use for 2010-2020.

previous work [45]. For example, only one study has used MCC
before 2016 and it has then been used at an average of less than
three times per year since.
Despite the warnings raised in previous work [4, 12, 17, 48], the
results of our literature review reveal that the choice of evaluation
measures is still a major concern in the community and that it has
only been partially tackled so far. Over half of the studies (59%) do
not justify the use of the measures, based on the aim of the study,
neither the models investigated or the data at hand. 52% of studies
also do not acknowledge that using different measures could lead
to different results. Among those studies which acknowledge the
threat (48%), 41 put in place some form of mitigation. However, only
15 out of the 41 studies recommend the use of unbiased measures,
while the majority propose mitigation which might be perceived
as unsatisfactory since they recommend, for example, that future
work should investigate the use of other measures, or the use of
measures widely seen in previous work, or the use of threshold
independent measures, which has been criticised for not being
applicable in practice since to deploy a classifier one must use a
specific classification threshold [18, 45] as we explain in Section 3.

5 EMPIRICAL STUDY DESIGN
In this section, we present a thorough empirical study based on
both, statistical tests and effect size to investigate the extent to
which the conclusion of a study comparing the performance of
defect prediction techniques may change based on the evaluation
measure used to make the comparison.

This study investigates two research questions (RQs) and in-
volves the use of seven classification techniques, 15 publicly avail-
able datasets, and six evaluation measures validated on three differ-
ent defect prediction scenarios, as detailed in the following subsec-
tions.

5.1 Research Questions
We pose two research questions investigating the use of the eval-
uation measures most used in prior studies (i.e., AUC, Balance, F1,
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G-measure, MCC, and FPR according to the literature 2 to measure
the performance of seven different prediction techniques, described
in Section 5.5.

Our first research question investigates, precisely, whether each
of the six evaluation measures would rank the seven techniques in
the same order. This is crucial because if these measures turn out
to yield different rankings, then the conclusions made by previous
studies using certain measures would change at a significant level.
Therefore, we first ask:
RQ1. Ranking Disagreement: How often would the ranking of
techniques produced by a given measure differ from the ranking
produced by another measure?

To address RQ1, we first produce a ranking of the prediction
techniques per measure according to the Wilcoxon Signed-Rank
test and the Vargha and Delaney’s 𝐴12 non-parametric effect size
[3]. Then, based on these rankings, we compute the ranking dis-
agreement for each measure by counting the number of times it
produce a same ranking with respect to using other measures.

The ranking disagreement tells us the extent to which a measure
agrees with others. If the rank disagreement of a given measure
is high, this would suggest that there is a non-trivial error when
using different measures.

Our second research question analyses this error at a finer grain
to gather further insights on the extent to which these rankings
differ:

RQ2. RankDisruption:What is the percentage of cases in which
a rank of a specific technique, based on a given measure, changes
when assessed using the other measures?

To assess the rank disruption of a ranking provided by a given
evaluation measure, we assess the rank change, i.e., a prediction
technique that would be believed to be better than others when
using a given evaluation measure becomes worse when using a
different measure. If the rank disruption proves to be high, some
scientific conclusions drawn in previous studies could be reversed
when accounting for the threat to validity posed by the choice of
the evaluation measure.

We explain in details the way we compute the rank disagreement
and rank disruption in Section 5.2.

5.2 Ranking Disagreement and Rank
Disruption

To compute the ranking disagreement and the rank disruption, we
run the prediction models on each dataset and evaluate their perfor-
mance with each of the six evaluation measures under investigation.
Then we apply the Wilcoxon test and the Vargha and Delaney’s
𝐴12 non-parametric effect size, and rank the prediction models, per
measure, based on the results of these analyses. Once the rankings
are obtained we compute:

• the ranking disagreement of a given measure by analysing
the number of times its ranking varies from the rankings pro-
duced by each of the other evaluation measures per dataset.
The ranking disagreement of a given measure varies from 0

2We do not want to inflate our results, therefore we do not include Accuracy, Recall
and Precision given they would generate opposing rankings due to the way they are
defined.

M1 M2 M3
Rank 1 𝑇𝑎 𝑇𝑐 𝑇𝑐
Rank 2 𝑇𝑏 , 𝑇𝑐 𝑇𝑎 𝑇𝑏
Rank 3 - 𝑇𝑏 𝑇𝑎

Table 4: An example of the procedure used to compute the
ranking disagreement and the rank disruption.

(all measures agree on the same ranking) to 1 (all measures
disagree, thus each ranking is unique).

• the rank disruption of a given measure by counting the num-
ber of times the rank of a specific technique changes when
assessed according to each of the other measures.

In the following, we explain in detail how we computed the
rankings based on the Wilcoxon test and 𝐴12 effect size.

Given an evaluation measure, we perform the Wilcoxon Signed-
Rank test (𝛼 < 0.05) on the results obtained by each pair of tech-
niques by testing the null hypothesis: “The results achieved by
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑀𝑜𝑑𝑒𝑙𝑥 in terms of a given evaluation measure 𝑚 are
worse than those achieved by 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑀𝑜𝑑𝑒𝑙𝑦". We, then, sum-
marise the results of this test by using the following win-tie-loss
procedure [42]:

We count the number of times a prediction model scored a
p–value<0.05 (win), p–value>0.95 (loss), and 0.05≤ p–value ≥0.95
(tie). Finally, we rank the techniques based on the highest number
of wins, where any ties are broken based on the number of losses.
For example, based on the win-tie-loss procedure, Table 4 shows
that according to measure M1, technique Ta is the best performing
one since it achieves the highest number of wins when compared to
techniques Tb and Tc. Whereas, technique Tc is said to be the best
performing one according to measures M2 and M3 given that this
technique obtains the highest number of wins. However, all three
measures (i.e., M1, M2 and M3) disagree on the second and third
rank. We also produce a ranking of the prediction models based
on the Vargha and Delaney’s 𝐴12 non-parametric effect size [3] to
validate whether the differences highlighted by Wilcoxon test are
worthy of interest.

Similarly to the procedure described above, we compute the
𝐴12 effect size for each pair of techniques resulting in a statisti-
cally significant difference according to the Wilcoxon Signed-Rank
test (𝛼 < 0.05). The 𝐴12 statistic measures the probability that
an algorithm 𝐴 yields better values for a given performance mea-
sure𝑀 than that of another algorithm 𝐵. If the two algorithms are
equivalent, then 𝐴12 = 0.5. Given the first algorithm performing
better than the second, 𝐴12 is considered small for 0.6 ≤ 𝐴12 < 0.7,
medium for 0.7 < 𝐴12 < 0.8, and large for𝐴12 ≥ 0.8, although these
thresholds are somewhat arbitrary [43]. Based on these thresholds,
we count the number of small, medium and large effect sizes ob-
tained by each prediction model, and rank the techniques based on
the highest number of large effect size, where ties are broken based
on the number of medium and small effect sizes in this order.

Following the above procedure, for each dataset we obtain a
set of six rankings (i.e., one per evaluation measure) based on the
Wilcoxon test and a set of six rankings based on the 𝐴12. For each
of these sets, we manually inspect the rankings produced by each
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of the measures to compute the ranking disagreement and rank
disruption, as explained above.

5.3 Datasets
To answer RQ1, we carry out a thorough empirical study using a
total of 15 datasets available from two public repositories: NASA
[40] and Realistic [55]. The former has been made publicly available
in the early 2000 and contains software defect data about industrial
NASA software systems, which have been widely used by the defect
prediction community since. The latter was made publicly available
in 2019 and consists of open-source projects characterised by a
wider set of features than the ones extracted from the NASA data.

All data used herein was curated in previous work by following
rigorous processes and made publicly available [40, 55]. In particu-
lar, we use six NASA datasets from the work of Petrić et al. [40],
who applied rules to clean erroneous data from the original NASA
repository [44], and data about nine open-source software systems,
collected by Yatish et al. to ensure robust defect counts [55].

These datasets have different nature and size: They vary in ap-
plication domain, age, total number of modules (ranging from 94
to 8,847) and features (ranging from 38 to 65), and percentage of
defective modules they contain as summarised in Table 5.

5.4 Validation Scenarios
Our experimental design tries to reflect as much as possible the sce-
narios where defect prediction has been applied so far. To this end
we consider three common validation scenarios: Within-Project De-
fect Prediction, Cross-Version Defect prediction and Cross-Project
Defect Prediction.

Repository Dataset Modules (% defective )

NASA

CM1 296 (12.84%)
KC3 123 (13.00%)
MW1 253 (10.67%)
PC1 661 (7.87%)
PC3 1043 (12.18%)
PC5 94 (19.15%)

Realistic

Activemq_5.3.0 2367 (10.90%)
Activemq_5.8.0 3420 (6.02%)
Camel_2.10.0 7914 (2.91%)
Camel_2.11.0 8846 (2.17%)
Derby_10.3.1.4 2206 (30.33%)
Derby_10.5.1.1 2705 (14.16%)
Groovy_1_6_beta_1 821 (8.53%)
Groovy_1_6_beta_2 884 (8.60%)
Hbase_0.95.0 1669 (22.95%)
Hbase_0.95.2 1834 (26.34%)
Hive_0.10.0 1560 (11.28%)
Hive_0.12.0 2662 (8.00 %)
Jruby_1.5.0 1131 (7.25%)
Jruby_1.7.0 1614 (5.39%)
Lucene_3.0 1337 (11.59%)
Lucene_3.1 2806 (3.81%)
Wicket_1.3.0-beta2 1763 (7.37%)
Wicket_1.5.3 2578 (4.07%)

Table 5: Datasets used in our empirical study.

For the NASA datasets, given that each system consists of a
single version, we investigate the Within-Project scenario applying
the Hold-Out validation process where the data is randomly split
into 80% training set and the other 20% which is used for testing.
This procedure is repeated 30 times in order to reduce any possible
bias resulting from the validation splits [3].

For the Realistic datasets, given that each system consists of
multiple releases we investigate both the Cross-Version and Cross-
Project scenarios. In the Cross-Version scenario, for each of the
software systems, we train on one release and test on a different one,
i.e., we train on version v𝑥 and test on version v𝑦 , where 𝑥 < 𝑦 as
done in previous work (see e.g., [19]). In the Cross-Project scenario,
for each of the software systems, we consider the version with the
higher release number as the test set and train the model on the
union of the versions of the other datasets with a lower release
number. In both scenarios, the versions used as train and test sets
are not subsequent releases nor are they the system’s most recent
ones. In addition, there is always a window of at least five months
between these releases. This reduces the likelihood of the snoring
effect or unrealistic labelling as noted in previous studies [2, 5, 25].

5.5 Techniques
In order to study the magnitude of any discrepancy resulting from
the use of different evaluation measures, we consider a variety of
techniques, namely Dummy, Logistic Regression (LR), Naïve Bayes
(NB), Random Forest (RF) and Support Vector Machine (SVM) im-
plemented in Scikit-learn 0.20.2 (Python 3.6.8), belonging
to different classifier families. These are widely studied techniques
in the defect prediction literature [17, 21]. Indeed, the chosen clas-
sifiers are also representative of those employed by the surveyed
papers (see Section 4), as we found that LR is used in 67% of the
surveyed papers (74/111), NB in 62% (69/111), RF in 47% (52/111)
and SVM in 38% (42/111). We briefly describe them below:

Dummy is a simple baseline which generates predictions uni-
formly at random. We use the Scikit-learn’s dummy class.

Naïve Bayes is a statistical classifier that uses the combined
probabilities of the different attributes to predict the target variable,
based on the principle of Maximum a Posteriori [50]. We use the
Scikit-learn’s naive_bayes class.

Logistic Regression is a statistical technique, introduced as an
extension to linear regression, which models the probabilities for
problems with a dichotomous dependent variable [29]. We use the
Scikit-learn’s linear_model class.

Random Forest is a decision tree-based classifier consisting of
an ensemble of tree predictors [10]. It classifies a new instance
by aggregating the predictions made by its decision trees. Each
tree is constructed by randomly sampling 𝑁 cases, with replace-
ment, from the 𝑁 sized training set. RF is known to perform well
on large datasets and to be robust to noise. We use the RF clas-
sifier from the ensemble class in Scikit-learn. We also perform
hyperparameter tuning, denoted as RF𝑇 , where we explore differ-
ent values for the following parameters: min_samples_leaf = [1, 20],
min_samples_split = [2, 20], max_leaf_nodes = [default=None, 10,
50], and n_estimators = [50, 75, 100, 125, 150].

Support Vector Machine is a widely known classification tech-
nique [11]. A linear model of this technique uses a hyperplane
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in order to separate data points into two categories. However, in
many cases there might be several hyperplanes that can correctly
separate the data. Hence, SVM seeks to find the hyperplane that
has the largest margin, in order to achieve a maximum separation
between the two categories. When the data is not linearly separable,
SVM does the mapping from input space to feature space by using
a kernel function instead of an inner product. In this work, we use
Scikit-learn’s svm class. We also perform hyperparameter tuning
for this technique, denoted as SVM𝑇 , where we try different values
for C and 𝛾 with the Radial Basis Function kernel. Specifically, we
explore the following grids: C = [0.01, 0.5, 1, 512, 8000, 32000] and
𝛾 = [1/n_features, 0.000001, 0.0001, 0.001, 0.01, 0.1, 1, 2, 4, 8].

6 EMPIRICAL STUDY RESULTS
In this section we report and discuss the results we obtained carry-
ing out the empirical study described in Section 5.

6.1 RQ1. Ranking Disagreement
To address RQ1 we compare the performance of Dummy, LR, NB,
RF, RF𝑇 , SVM, SVM𝑇 experimenting with the six most widely used
evaluation measures in literature (shown in Table 3). The results
of this comparison, based on both statistical significance test and
effect size, are summarised in Tables 6 (Within-Project scenario)
and 7 (Cross-Version and Cross-Project scenarios), and discussed in
detail in the rest of the section. Each table reports whether a given
measure disagrees with “All", “More than half, “Less than a half", or
“None" of the other measures considered on a given dataset in our
study3.

When looking at the ranking of techniques obtained by each
evaluation measure, based on the Wilcoxon test, our results show
that across all scenarios (i.e., out of the 24 datasets) examined there
is no case where the use of each measure leads to a same ranking
of the techniques, i.e., the ranking disagreement is never 0. On the
other hand, the number of times the ranking disagreement = 1 (i.e.,
a measure provides a unique ranking) is quite high as it adds up to
a total of 119 out of the 144 cases analysed (83%). In the remaining
cases, the ranking disagreement is always either greater or equal
to 0.60.

Similar observations hold when analysing the results based on
the Vargha and Delaney’s 𝐴12 non-parametric effect size measure.
These results also show that there is no case where all the measures
produce the same ranking (i.e., ranking disagreement is never 0).
When computing the number of times the ranking disagreement
= 1, results show that this happens very frequently, specifically
on a total of 123 out of the 144 cases studied (85%). The ranking
disagreement on the remaining cases is always either equal or
greater than 0.6. Below we discuss the specific results obtained in
each of the scenarios.

When looking at the results obtained for the Within-Project
scenario based on the Wilcoxon test, we observe that each of the
measures produces a unique ranking on two out of the six NASA
datasets (see Table 6). Whereas, four out of six measures produce a
unique ranking on the other four datasets and only two (i.e., Bal-
ance and G-measure) agree with each other on the same ranking.

3Note that for the sake of space, we omit the columns “None" and “Less than a half" as
our results show that there are no such cases.

>Half All
Wilcoxon Eff. Size Wilcoxon Eff. Size

CM1

F1
G-meas.
MCC
Balance
AUC
FPR

KC3

F1
G-meas.
MCC
Balance
AUC
FPR

MW1

F1
G-meas.
MCC
Balance
AUC
FPR

PC1

F1
G-meas.
MCC
Balance
AUC
FPR

PC3

F1
G-meas.
MCC
Balance
AUC
FPR

PC5

F1
G-meas.
MCC
Balance
AUC
FPR

Table 6: RQ1. Ranking disagreement results for the Within-
Project scenario. For each dataset, we report whether a given
evaluation measure disagrees with more than a half, or all
the other measures, based on statistical significance and ef-
fect size analyses

An even stronger discordance than that shown by the Wilcoxon
test is observed when analysing the results based on the 𝐴12 non-
parametric effect size measure for this scenario. We found an agree-
ment between two measures only (i.e., F1 and G-measure) on only
two datasets out of the six under study. Whereas, each measure
produces a unique ranking in all other cases (i.e., 34 out of 36)
considered.

Based on the results for the Cross-Version scenario, shown in
Table 7, we observe that, according to the Wilcoxon statistical
significance test, each of the measures produces a unique ranking
for four out of out nine datasets, while on the remaining ones, only
two measures agree (G-measure and Balance on three datasets, F1
and Balance on one, and F1 and MCC on the other one). In the case
of the analysis based on the Â12 effect size measure, each of the
evaluation measures studied produces a unique ranking on five
datasets. Similarly to the results observed by the Wilcoxon test, a
maximum of two evaluation measures (the same ones denoted by
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the Wilcoxon test) agree on the remaining datasets. Specifically, G-
measure and Balance agree on three of the remaining four datasets
while F1 and Balance agree on another dataset and F1 and MCC on
the remaining one.

The results based on the Wilcoxon test, in the Cross-Project
scenario (shown in Table 7) are more discordant compared to those
observed in the cross-version scenario. A unique ranking is pro-
duced by each measure on six out of the nine dataset studied. On
two out of the remaining three datasets, only two measures agree
on a single ranking (i.e., Balance and G-measure). Whereas on the
remaining dataset, Balance, F1 and G-measure agree on a rank-
ing while the other measures provide unique ones. In addition,
the 𝐴12 effect size, in line with the results based on the Wilcoxon
Test, shows more discordant results compared to the cross-version
scenario. While no measure agrees on any ranking for six of the
datasets (i.e., each of the measures provides a unique ranking), at
most two evaluation measures (i.e., Balance and G-measure) agree
on a ranking for two of the remaining three datasets. As for the

Cross-Version Cross-Project
>Half All >Half All

Wilcoxon Eff. Size Wilcoxon Eff. Size Wilcoxon Eff. Size Wilcoxon Eff. Size

ActiveMQ

F1
G-meas.
MCC
Balance
AUC
FPR

Camel

F1
G-meas.
MCC
Balance
AUC
FPR

Derby

F1
G-meas.
MCC
Balance
AUC
FPR

Groovy

F1
G-meas.
MCC
Balance
AUC
FPR

HBase

F1
G-meas.
MCC
Balance
AUC
FPR

Jruby

F1
G-meas.
MCC
Balance
AUC
FPR

Lucene

F1
G-meas.
MCC
Balance
AUC
FPR

Hive

F1
G-meas.
MCC
Balance
AUC
FPR

Wicket

F1
G-meas.
MCC
Balance
AUC
FPR

Table 7: RQ1. Ranking disagreement results for the Cross-
Version and Cross-Project scenarios. For each dataset, we
report whether a given evaluation measure disagrees with
more than a half, or all the other measures, based on statis-
tical significance and effect size analyses.

Dataset AUC Balance F1 FPR G-meas. MCC

W
ith

in
-P
ro
je
ct CM1 69% 69% 74% 66% 66% 86%

KC3 80% 71% 86% 71% 86% 91%
MW1 63% 63% 69% 71% 71% 91%
PC1 57% 49% 74% 49% 66% 71%
PC3 77% 66% 91% 66% 83% 80%
PC5 71% 66% 69% 66% 86% 77%
Average 70% 64% 77% 65% 76% 83%

C
ro
ss
-V
er
si
on

ActiveMQ 69% 80% 71% 71% 80% 86%
Camel 83% 69% 80% 71% 80% 86%
Derby 86% 63% 80% 63% 89% 94%
Groovy 94% 71% 77% 71% 91% 80%
Hbase 71% 83% 74% 94% 91% 100%
Hive 60% 66% 60% 60% 71% 100%
JRuby 69% 80% 69% 74% 83% 89%
Lucene 86% 63% 74% 63% 77% 100%
Wicket 80% 80% 69% 80% 74% 86%
Average 77% 73% 73% 72% 82% 91%

C
ro
ss
-P
ro
je
ct

ActiveMQ 86% 71% 77% 80% 89% 100%
Camel 69% 66% 71% 71% 89% 80%
Derby 51% 51% 83% 51% 89% 86%
Groovy 77% 66% 77% 69% 89% 91%
Hbase 71% 66% 69% 66% 97% 100%
Hive 77% 71% 69% 71% 94% 91%
JRuby 57% 83% 60% 66% 66% 86%
Lucene 69% 63% 86% 63% 100% 94%
Wicket 89% 74% 91% 80% 97% 89%
Average 72% 68% 76% 69% 90% 91%

Table 8: RQ2. Percentage of rank disruption per measure
based on statistical significance analysis.

remaining dataset, results show that Balance, F1 and G-measure
agree on the same ranking whereas the other evaluation measures
produce unique rankings.

Answer to RQ1: There is no case where all evalua-
tionmeasures produce the same ranking. In fact, the
evaluation measures produce a unique ranking in
83% and 85% of the cases according to the analysis
based on the Wilcoxon test and 𝐴12 effect size, re-
spectively. There are only very few cases where at
most three (less than 1% according to both statistical
and effect size analyses) or two evaluation measures
(8% and 5% according to the Wilcoxon test and 𝐴12
effect size, respectively) provide the same ranking,
but even in those cases it is not always the same set
of evaluation measures that agree on a ranking.

6.2 RQ2. Rank Disruption
Tables 8 and 9 report the rank disruption values obtained per mea-
sure per dataset for all scenarios when analysed based on the
Wilcoxon Test and Vargha and Delaney’s 𝐴12 effect size results,
respectively.

For the Within-Project scenario, the average rank disruption
across the NASA datasets varies between 64% (Balance) and 83%
(MCC) on average when basing the results on the Wilcoxon test
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Dataset AUC Balance F1 FPR G-meas. MCC

W
ith

in
-P
ro
je
ct CM1 94% 83% 74% 74% 80% 80%

KC3 63% 63% 86% 63% 89% 89%
MW1 66% 66% 74% 69% 74% 91%
PC1 77% 77% 80% 71% 77% 91%
PC3 83% 74% 83% 77% 83% 97%
PC5 60% 57% 57% 69% 100% 69%
Average 74% 70% 76% 70% 84% 86%

C
ro
ss
-V
er
si
on

ActiveMQ 69% 86% 71% 71% 77% 83%
Camel 83% 69% 80% 71% 80% 86%
Derby 74% 63% 74% 63% 83% 94%
Groovy 86% 69% 77% 69% 83% 86%
Hbase 71% 83% 74% 94% 91% 100%
Hive 57% 69% 60% 57% 74% 100%
JRuby 66% 89% 66% 77% 83% 89%
Lucene 69% 57% 80% 57% 77% 100%
Wicket 77% 71% 71% 74% 77% 91%
Average 72% 73% 73% 70% 81% 92%

C
ro
ss
-P
ro
je
ct

ActiveMQ 83% 77% 77% 86% 86% 94%
Camel 71% 66% 60% 63% 91% 77%
Derby 49% 49% 77% 49% 89% 89%
Groovy 71% 57% 71% 71% 86% 83%
Hbase 71% 66% 71% 71% 94% 100%
Hive 80% 66% 80% 66% 91% 97%
JRuby 54% 83% 57% 63% 69% 80%
Lucene 69% 63% 86% 63% 100% 94%
Wicket 89% 74% 91% 80% 97% 89%
Average 71% 67% 75% 68% 89% 89%

Table 9: RQ2. Percentage of rank disruption per measure
based on effect size analysis.

and between 70% (Balance) and 86% (MCC) when the analysis is
based on 𝐴12, depending on the evaluation measure used.

Similarly for the Cross-Version scenario the average rank dis-
ruption across the nine Realistic datasets ranges from 72% (FPR) to
91% (MCC) based on the Wilcoxon test and from 70% (FPR) to 92%
(MCC) based on 𝐴12.

The rank disruption is still very high when looking at the Cross-
Project scenario, with average results across the nine systems rang-
ing from 68% (Balance) to 91% (MCC) based on the Wilcoxon test
and from 67% (Balance) to 89% (G-measure and MCC) based on𝐴12.

We can conclude that both analyses (i.e., Wilcoxon test and 𝐴12)
provide similar rank disruption results for all the three scenarios.

We also perform a more fine grained analysis of our results to get
a better understanding of the impact the use of these different eval-
uation measures can have on the conclusion validity of a study. We
therefore examine the rank disruption of each evaluation measure
when considering the top three ranked techniques, then consid-
ering the top two ranked and then the first ranked technique, for
each scenario investigated. Figures 3 and 4 show the average rank
disruptions of the measures, across all datasets, for each scenario
based on statistical test and effect measure analyses, respectively.
Top Three Ranked Techniques: We can observe from Figure 3 that
the rank disruption remains very high when considering the top
three ranked techniques for each scenario. Specifically, according to
the Wilcoxon test (shown in Figure 3c), the rank disruption ranges
from 76% (Balance and G-meas.) to 93% (FPR) when evaluating

(a) Rank disruption of top three ranked tech-
niques

(b) Rank disruption of top two ranked tech-
niques

(c) Rank disruption of top ranked technique

Figure 3: RQ2. Rank disruption (average across all datasets)
of each evaluation measure for the top three techniques (a),
top two (b) and first ranked technique (c) for each scenario
investigated based on statistical significance analysis.
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(a) Rank disruption of top three ranked tech-
niques

(b) Rank disruption of top two ranked tech-
niques

(c) Rank disruption of top ranked technique

Figure 4: RQ2. Rank disruption (average across all datasets)
of each evaluation measure for the top three techniques (a),
top two (b) and first ranked technique (c) for each scenario
investigated based on effect size analysis.

the Within-Project scenario, from 68% (MCC) to 93% (FPR) in the
Cross-Version scenario and from 64% (Balance) to 96% (FPR) in the
Cross-Project scenario. Similar observations hold when analysing
the rank disruption based on 𝐴12, with its values ranging between
71% (G-meas.) and 93% (AUC and FPR) for the Within-Project sce-
nario, between 67% (Balance and MCC) and 93% (FPR) when evalu-
ating predictions across versions (i.e., Cross-Version scenario) and
between 66% (Balance) and 93% (FPR) in the Cross-Project scenario.
Top Two Ranked Techniques: This high level of rank disruption is
also consistent when considering the top two ranked techniques
only. Figure 3b shows that, based on the Wilcoxon text, the rank
disruption ranges between 75% (Balance and G-meas.) to 100% (FPR)
when evaluating the Within-Project scenario, between 64% (MCC)
and 98% (FPR) in the Cross-Version scenario, and between 64%
(Balance and G-meas.) and 98% (FPR) when evaluating predictions
across projects (i.e., Cross-Project scenario). The analysis based on
𝐴12 also agrees with that of the statistical significance test. Figure 4b
reports that the average rank disruption, across all datasets, ranges
between 63% (Balance and G-meas.) and 92% (AUC and FPR) in the
Within-Project scenario. When considering the Cross-Version and
Cross-Project scenarios, the average rank disruption is a bit higher,
with its values ranging between 66% (MCC) and 99% (FPR) and
between 68% (Balance and G-meas.) and 99% (FPR), respectively.
Top Ranked Technique: High values of rank disruption are also be
observed when only the top ranked technique is considered. The
average rank disruption based on the the Wilcoxon test (see Figure
3a) varies between 67% (Balance and G-meas.) and 100% (FPR) in
the Within-Project scenario, between 62% (MCC) and 98% (FPR) in
the Cross-Version scenario, and between 76% (Balance and G-meas.)
and 98% (FPR) in the Cross-Project scenario. Similar to previous
analyses, the results based on the effect size measure agree with
those based on the Wilcoxon test. As shown in Figure 4c, the rank
disruption based on the 𝐴12 ranges between 63% (Balance and G-
meas.) and 100% (FPR) in the Within-Project scenario, between 60%
(F1 and MCC) and 98% (FPR) when evaluations are carried out on
predictions of different versions within a same software project (i.e.,
Cross-Version scenario), and between 76% (Balance and G-meas.)
and 98% (FPR) in the Cross-Project scenario.

Answer to RQ2: The rank disruption for each of the
measures investigated is high on average, ranging
from 64% to 92% depending on the measure and val-
idation scenario. Our results also show that high
disruption is also present when investigating the
top ranked techniques only, with an average rank
disruption ranging between 60% and 100% depend-
ing on the validation scenario, the measure and the
number of top ranked techniques considered.

7 THREATS TO VALIDITY
We discuss below how we mitigate possible threats to the internal,
construct and external validity of this study.

Internal Validity: To mitigate the threat of missing relevant work
or information in our literature review, we have specified the query
we used for our search, defined clear inclusion criteria and followed
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a rigours procedure recommended and used in previous work to
filter out irrelevant articles [23, 30]. Although we cannot and do
not claim that the set of 111 studies we investigates is exhaustive,
it is reasonable to believe that it is representative of the current
state-of-the-art. As a matter of fact, we note that two prominent
defect prediction literature surveys [17, 45] published in IEEE TSE
in 2012 and 2014, reviewed, respectively, 36 and 42 papers, while
in this study we analyse 111 articles. The gathering and filtering
procedure was performed by both authors, to ensure reliability and
reduce researcher bias.

Construct Validity: We carefully calculated the performance mea-
sures used in the study, and applied the statistical tests, verifying
all the required assumptions.

External Validity: As happens with most empirical studies, the
subjects used in our study might not be representative of the whole
population. However, we have designed our study aiming at using
measures, techniques, datasets, and validation scenarios, which
are as representative as possible of the defect prediction literature.
First of all, we focused on binary evaluation measure as these are
the most common in literature [17] and we strove to consider the
measures most used in previous work (see Section 4). To increase
the relevance to the defect prediction literature we also investigated
class level defect binary prediction models in three validation sce-
narios (i.e., within-project, cross-release and cross-project) widely
investigated in the literature [27, 47] as opposed, for example, to
more recent (and therefore less studied) ones such as effort-aware
models [7, 35, 37, 53] or binary prediction at line level [49], method
level [39] or commit/change level [16, 26, 38, 52]. Similarly, we con-
sidered traditional classification techniques widely used in previous
studies [17] as described in Section 5.5.

Moreover, we used a publicly available implementation of these
techniques provided by the Scikit-learn library, to reduce possi-
ble biases and errors arising from the use of ad-hoc implementations.
We also used publicly available datasets previously investigated in
the literature, which are of different nature and size, and which have
been carefully curated in previous work as explained in Section 5.3.
We plan to make our scripts and data publicly available on-line [1]
upon acceptance, to facilitate the replication and extension of our
work.

8 CONCLUSIONS
In this paper, we investigate the effect of using different evalua-
tion measures for comparing the performance of software defect
prediction models.

Our review of previous work published over the last decade, has
revealed that the majority of the studies do not provide rationale for
the measures used with regard to the characteristic of the datasets
and/or aim of their study. Moreover, they often use measures which
only partially reflect the performance of defect prediction models,
and that the measures used are often the most susceptible ones to
data imbalance. Further, our empirical study reveals that different
evaluation measures provide unique rankings in 82% and 85% of
the cases studied according to the Wilcoxon test and effect size
measure, respectively. Moreover, the rank disruption for each of the
measures investigated is high (ranging from 61% to 90% on average
depending on the measure and validation scenario). These results

suggest that in the majority of the cases, a prediction technique
that would be believed to be better than others when using a given
evaluation measure becomes worse when using a different one.
Our results also show that the percentage of disruption when only
considering the top ranked techniques is just as significant as when
all ranks are studied, rendering the results even more striking.

We hope that the empirical evidence provided herein on the sig-
nificant differences that arise from the use of evaluation measures
will encourage the community to act upon this matter, and care-
fully select the measures based on factors which are specific to the
problem at hand [17]. These include (1) the class distribution of the
training data; (2) the way in which the model will be used; (3) the
way in which the model has been built. Moreover, we recommend
to include in the set of evaluation measures, at least one able to cap-
ture the full picture of the confusion matrix (i.e., the correctly and
incorrectly classified instances), such as MCC, so that it is possible
to assess whether proposals made in previous work can be applied
for purposes different than the ones they were originally intended
for. Besides, we recommend to report, whenever possible, the raw
confusion matrix from which the results were extracted as this can
enable other researchers to compute any measure of interest and
facilitate them to draw meaningful observations across different
studies.
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