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ABSTRACT
Following the formal presentations, which included keynotes by
Prof. Myra B. Cohen of Iowa State University and Dr. Sebastian
Baltes of SAP as well as six papers (which are recorded in the pro-
ceedings) there was a wide ranging discussion at the twelfth inter-
national Genetic Improvement workshop, GI-2023 @ ICSE held
on Saturday 20th May 2023 in Melbourne and online via Zoom.
Topics included GI to improve testing, and remove unpleasant
surprises in cloud computing costs, incorporating novelty search,
large language models (LLM ANN) and GI benchmarks.

1. SUMMARY 12TH GI WORKSHOP
The 12th International Workshop on Genetic Improvement (GI
2023) was co-located with the 45th International Conference on
Software Engineering (ICSE 2023) in Melbourne, Australia, and
ran in hybrid mode using Zoom.us. Despite GI’s impressive find-
ings (see next section), there remain many opportunities to im-
prove the state-of-the-art. By bringing together researchers doing
work in GI as well as GI enthusiasts, the workshop aids discussions
(Section 5) and so moves the field forward by sharing experiences
and exchanging ideas.

2. WHAT IS GENETIC IMPROVEMENT
Genetic Improvement is a branch of Artificial Intelligence (AI)
and Software Engineering which applies optimisation [2] to im-
prove existing programs. Rather than the long-term dream of
evolving programs from scratch [3, 4], genetic improvement is the
process of using automated search to improve existing software.
It has successfully been used to fix bugs [5], transplant functional-
ity from one system to another [6] improve predictions [7, 8], and
reduce software’s runtime [9], energy [10], and memory consump-
tion [11]; all without the necessity of costly human labour. GI
research has already won three “Humies”, [12, 13, 14] prestigious
cash prizes awarded for demonstrating human-competitive results
at difficult-to-automate tasks. Figure 2 shows a recent summary
of publications by type, conference and journal.

We can always compare the new code with the existing code (effec-
tively treating the program as its own specification) allowing GI
to make measurable improvements to today’s software. Improve-
ments may be functional: e.g., does the new code have fewer bugs?
does it have a new feature? does it give more accurate answers?
or non-functional: e.g., does it have better battery life? is it more
reliable?

3. WORKSHOP FORMAT
As usual, this year the Genetic Improvement workshop was a
full one-day event. It was held on Saturday May 20th, immedi-
ately after the main ICSE 2023 conference. The final workshop
program and the recordings of the talks are available online at
http://geneticimprovementofsoftware.com/events/icse2023. and
in the ICSE 2023 workshop proceedings [15]. GI @ ICSE 2023
included two keynotes, three research paper talks, three position
paper talks and a discussion session.

Keynotes. We were extremely fortunate that Prof. Myra B.
Cohen and Dr. Sebastian Baltes agreed to give the keynote
speeches at the GI workshop.

Prof. Cohen is a full professor at Iowa State University (USA)
and the title of her keynote speech was “It’s all in the semantics:
When are genetically improved programs still correct?” [1].

Dr. Sebastian Baltes is a Principal Expert for Empirical Software
Engineering at SAP SE in Germany and an Adjunct Lecturer at
the University of Adelaide in Australia. His presentation was on
“All about the money: Cost modeling and optimization of cloud
applications” [16]. As expected, the keynote talks triggered many
interesting questions and discussion points (Figures 3–5), which
were followed up during the rest of the workshop.

Paper presentations Six papers were presented at the workshop
[17, 18, 19, 20, 21, 22]. (They will be available online via the
IEEE Digital Library shortly.) Fortunately, all authors agreed to
release recordings of their presentations and these can be found
online (see active video url links in the GP bibliography and the
GI workshop web page.

The workshop attracted 22 early registrations. Some of whom
participated online via Zoom (Figure 6). In total, there were
perhaps about 20 people in person plus seven or eight on Zoom.
Most stayed for the whole workshop but a few came especially to
see the two Keynote presentations. There were approximately 30
people in total.

Awards. Traditionally at the GI workshop, the best paper awards
are given to the researchers for their outstanding contributions to
the GI field. This year, we granted three awards, where the best
presentation award was decided by a vote from the participants
of the workshop, while the other two were given based on reviews:
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Figure 1: It’s all in the Semantics: When are Genetically Improved Programs Still Correct [1]?

Figure 2: Genetic improvement papers by venue. Venues
with less than 5 papers are split into software engineering
(SE other, 96, blue) and other (62, yellow).

Figure 3: David Clark (UCL, with microphone) ques-
tioning the first keynote speaker, Prof. Cohen [1]. Right:
Somin Kim (KAIST) raises a discussion point with
Prof. Cohen [1]. (Note workshop souvenir, lower left.)

Figure 4: Gabin An (standing) moderated the discussion
following Sebastian Baltes’ keynote [16]. Myra Cohen
(with microphone) starts the questions.

Best research paper award: “Generative Art via Grammatical
Evolution” by Erik M. Fredericks, Abigail C. Diller, and Jared
M. Moore of Grand Valley State University, Michigan, USA [17]
(Figure 9).

Best position paper award: “Towards Objective-Tailored Ge-
netic Improvement Through Large Language Models”by Sungmin
Kang and Shin Yoo (KAIST) [19] (Figure 10).

Best presentation award: was also won by Sungmin Kang
for “Towards Objective-Tailored Genetic Improvement Through
Large Language Models” (Figure 11).

4. GENETIC IMPROVEMENT SPECIAL ISSUE
AUTOMATED SOFTWARE ENGINEERING

Authors of accepted papers were invited to submit their extended
work to the special issues on Genetic Improvement to be published
in the Automated Software Engineering journal (Editor-in-Chief:
Tim Menzies, Special Issue Editors: Justyna Petke & Markus
Wagner): We already have interest from authors of four papers
who said they intend to submit.
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Figure 5: Gabin An thanking Sebastian Baltes (left)
after his keynote [16].

Figure 6: Brad Alexander (Optimatics, with micro-
phone) questioning remote speaker David Griffin (York
University) [18] on Zoom screen (top left), whilst the
meeting is chaired by Sungmin Kang (KAIST, standing).
Others (seated at the same table) include Gabin An,
Myles Watkinson (University of Adelaide) and Markus
Wagner.

Figure 7: Juyeon Yoon (KAIST) discussing paper [22],
following Myles Watkinson’s presentation. (Despite the
time zone differences, co-author, Sandy Brownlee, Uni-
versity of Stirling, participated in the discussion via
Zoom.)

5. DISCUSSION
Although the full discussion, as recorded via Zoom will be avail-
able on YouTube, the following section condenses about an hour’s
flowing discussion into just a few subjects. Brad Alexander (Op-
timatics) led the discussion.

Erik Fredericks (GVSU) got the ball rolling by suggesting ge-
netic improvement needs to include more research on automated
testing, such as EvoSuite [23]. Brad Alexander suggested GI be
applied to test suites (as opposed to the current emphasis of ap-
plying GI to program code [24]).

Erik Fredericks talked of experience with the SBFT workshop [25],
where it has been recognised that there is a need to automatically
improve aspects of test suites such as: ensuring fairness [26], auto
prioritising test suites [27], auto generation of test cases [28], tar-
geting tests to improve bug detection, (e.g. finding the most bugs)
and improving tests to detect program failures [29]. Similar to a
lot of GI work on optimising program performance, with the high
cost of testing, GI might be applied to optimise the performance
of the (regression) test suite, in particular, Brad suggested min-
imising its memory footprint. Fredericks suggested that GI could
be applied to these research topics.

Myles Watkinson (Adelaide) suggested novelty search [30] for
making test suits more diverse [18]. Diversity could include non-
functional aspects of the software under test. This prompted Erik
Fredericks to consider testing for non-functional properties, e.g.
performance (particularly speed), security, usability and safety
critical aspects.

Brad Alexander referred to Sebastian Baltes’ keynote on mea-
suring and controlling cloud computing costs (Section 3 [16]).
Brad reaffirmed that cost was perhaps the most important non-
functional property. And said at work, the costs of cloud comput-
ing, provoked the most animated discussions on the company’s
Slack channel1. Brad confirmed in industry, controlling cloud
costs is a tough problem.

1 Although Zoom chat can be used during Zoom meetings to
pass text messages between online workshop participants, it is
not ideal, since the chat disappears when the Zoom link is closed.
This has oft been remarked upon. Indeed previously Emily Win-
ter [31] recommended the use of Slack to continue conversations
after scheduled talks/sessions had finished. She said that it was
something that worked well at other conferences.

https://slack.com/
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Figure 8: Some of GI @ ICSE 2023 workshop participants. Top: David Clark, Justyna Petke, Sandy Brownlee,
Erik Fredericks, Abigail Diller, Bill Langdon, David Griffin. Keynotes: Myra Cohen, Sebastian Baltes (both keynote
speakers travelled to Melbourne and gave their invited keynote presentations in person). In Melbourne: Markus
Wagner, Gabin An, Myles Watkinson, Brad Alexander, Banseok Woo, Sungmin Kang, Juyeon Yoon, Jinhan Kim,
Hyeonseok Lee, Naryeong Kim, Somin Kim

Brad Alexander referred to the two workshop papers on GI and
today’s artificial intelligence (AI) Large Language (Artificial Neu-
ral Network) Models [19, 20]. Brad suggested several ways Large
Language Models (LLMs) might work with GI [32]. For example,
they might be used to concentrate GI search on suitable subsets
of the code base. Alternatively perhaps GI might broaden large
language models; so that instead of LLM tools, such as GitHub’s
Copilot, concentrating on local context (such as the source code
the software developer is currently modifying), LLMs might be
broadened to consider the whole program.

Sungmin Kang (KAIST) suggested Large Language Models might
be a way to make genetic improvement more powerful by provid-
ing access to other tools. In particular, LLMs might provide a
way to integrate Natural Language Processing (NLP) tools into
GI. Sungmin Kang suggested Large Language Models and pro-
gram source code search might be a way to provide an extended
global context (rather than Copilot’s local context). Brad Alexan-
der suggested Large Language Models might also be used to help
GI work with both large programs and large source code patches.
(See also [33].)

Erik Fredericks raised the question of where the data needed to
train Large Language Models would come from. Although tradi-
tionally machine learning has used modest size datasets, in recent
years, particularly in text processing and image processing, huge
datasets have been published. Often datasets are freely available
[9, 34]. Some of the larger software engineering datasets are the
result of Mining Software Repositories (see the MSR conference
series). For example, the CROP dataset was created by extracting

program source code revision histories from GitHub [35]. Gabin
An said KAIST had found the QuixBugs [36] benchmark useful.
Some of the existing LLMs have been made available so it may not
be necessary to train our own LLM. Indeed some public LLMs
might be re-trained at a modest cost.

Myles Watkinson suggested GI might be used to address security
issues [37], program specifications [38], models, non-function ver-
sus functional testing and safety critical domains [39]. Broadly to
tackle problems at the system level rather than detailed level.

Brad Alexander also suggested that GI might be used to opti-
mise hyperparameters. (Note there is some existing research on
parameter tuning [7] and hypertesting [40].)

Although there is currently great interest in opaque Large Lan-
guage Models, it should not be forgotten that software, at least
source code, is its own model [41]. It is written to be human read-
able. One of the great strengths of GI operating on the program’s
source code is that bug fixes, code optimisation, etc., are visible
to and often immediately accessible to software engineers. Some-
times as researchers we fall into the trap of talking only about
performance. In science and engineering, the components of the
model may be more important than its accuracy. How the model
works may give practitioners in another field valuable insights or
a different perspective on their problem. We should not be disap-
pointed if they then streak ahead and solve it without our fancy
AI tools.

https://github.com/features/copilot
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Figure 9: Markus Wagner presenting the best research
paper award [17]. Top: Zoom participants Erik Freder-
icks and Abigail Diller

Figure 10: Sungmin Kang and Shin Yoo (right), winners
of the best position paper for [19].

Figure 11: Markus Wagner (left) and Gabin An handing
Sungmin Kang (right) the best presentation award.

When presenting to the customer we should put the model in
front of them, e.g. on a single slide. We should use their jargon
(not ours). In GI’s case, we can put the source code change itself
on a slide. Perhaps even format it as a coloured “diff patch”
(Figure 12).

Figure 12: Example patch generated by Magpie [42]

APPENDIX
A. FUTURE PLANS
We hope to hold the GI workshop again at ICSE next year (ICSE
2024 will be in Lisbon in Portugal). A few things to remember
for next time:

We anticipate that the trend for “hybrid” (i.e. in person and on
line) will continue. Although the time zones worked against us
this year, we anticipate next year again a sizable fraction of partic-
ipants, for any of a number of reasons (e.g. health, time, expense,
visa issues), will want to participate remotely. Also, if not too ex-
pensive, the use of a European time zone (which may better suit
some people in the USA), could well encourage a larger online
audience. It would be great if ICSE 2024 makes it easy, e.g. ad-
vertised well in advance, to entice additional remote ad-hoc “walk
in” participation, as well as more traditional formal registration.

Certainly this year there were no Zoom issues and the MCEC
venue had copious bandwidth to support multiple internet video
links. Also the on site workshop organisers took pains to ensure
that both the speakers and members of the on site audience used
microphones that were connected to the Zoom system and contin-
uously monitored the Zoom channels to ensure overseas partici-
pants could hear ok and actively participate in the workshop, e.g.
via Zoom’s“chat” feature. Similarly, they took care to ensure peo-
ple on site in the MCEC could follow the remote presentations. As
in previous years, in case of problems at the remote speaker’s end,
we asked all presenters to pre-record their presentation. I think
despite the time zone differences, on line participation of the hy-
brid GI workshop with Zoom went well. (However not all of ICSE
was so well prepared for hybrid operation).

Perhaps next year we could more actively solicit input from mem-
bers of the programme committee during the workshop itself.



ACM SIGSOFT Software Engineering Newsletter 56 October 2023 Volume 48 Number 4

Figure 13: One of the 55” (≈ 4 feet wide) ICSE 2023
digital poster boards.

As always there were suggestions that we should allocate more
time for “Questions and Answers”. As usual, there is a trade-
off between presentation time and discussion time. We feel that
possibly the Q&A went more successfully than at many “regular”
conference sessions, where there are often less than five minutes
to raise and answer perhaps one or at most two questions. The
GI workshop was much more flexible. E.g. in the second morning
session we naturally consumed the 15 minutes that were meant
as pre-lunch buffer.

As with recent GI workshops, we offered students presenting full
papers some financial assistance. To continue this, the workshop
will require further sponsorship next year.

This year ICSE offered authors of workshop papers the opportu-
nity to additionally present their work in the main ICSE confer-
ence as a poster (Figure 13). Unfortunately, due to practical issue
with travel, we were unable to take this up. If the opportunity is
repeated by ICSE 2024, it would be nice to let potential authors
know early, as it could be an additional inducement for people to
submit to ICSE workshops.

B. GI WORKSHOP ORGANISERS

Vesna Nowack Markus Wagner Gabin An

Aymeric Blot Justyna Petke

C. PROGRAMME COMMITTEE
Each submission received at least three independent reviews from
the workshop’s programme committee (see Figure 14).

In addition to providing feedback to the authors and deciding
which submissions to accept, the best paper awards were decided
by the organisers using the reviewers’ comments. Whilst the best
presentation was chosen by the audience on the day in Melbourne
and on Zoom.us
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