ABSTRACT
The increasingly wide uptake of Machine Learning (ML) has raised the significance of the problem of tackling bias (i.e., unfairness), making it a primary software engineering concern. In this paper, we introduce Fairea, a model behaviour mutation approach to benchmarking ML bias mitigation methods. We also report on a large-scale empirical study to test the effectiveness of 12 widely-studied bias mitigation methods. Our results reveal that, surprisingly, bias mitigation methods have a poor effectiveness in 49% of the cases. In particular, 15% of the mitigation cases have worse fairness-accuracy trade-offs than the baseline established by Fairea; 34% of the cases have a decrease in accuracy and an increase in bias.

Fairea has been made publicly available for software engineers and researchers to evaluate their bias mitigation methods.
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1 INTRODUCTION
Machine Learning (ML) software is widely used for critical decision making applications, such as loan applicant filtering [48], justice risk assessment [3, 6], and job recommendations [68]. Nevertheless, ML software can exhibit unwanted discriminatory and unfair behaviours [50]. The consequences of such bias\(^1\) can be highly detrimental, for example affecting human rights [46], university admissions [7], profit and revenue [47]. Furthermore, many ML software system fall within legal or regulatory control, bringing to the software engineers who deploy them, additional legal risk [19, 50, 53].

ML fairness, an important non-functional testing property of ML software [66], has been widely studied in the past few years in both software engineering [10, 17, 31, 64, 66] and machine learning literature [5, 14, 38, 40]. Some approaches adapt the training data to reduce data bias (i.e., pre-processing) [15, 17, 24, 36], some create classification models that consider fairness during the training process (i.e., in-processing) [5, 16, 41, 60, 62], others apply changes to the model prediction outcomes to reduce bias (i.e., post-processing) [14, 28, 37, 39, 51].

While these bias mitigation methods are able to reduce bias in light of a given fairness metric, the improvement in fairness often comes at the cost of a lower prediction accuracy [5].\(^2\) In other words, there is a software engineering trade-off between accuracy and fairness for ML software, as revealed by many previous theoretical and empirical studies [22, 24, 36].

The existence of such trade-offs brings challenges for judging the effectiveness of bias mitigation methods. Previous work presented the trade-offs in a qualitative manner. They either report and analyse the bias mitigation effectiveness by plotting the accuracy and fairness for a visual comparison [36, 39, 51], or display accuracy and fairness separately [17, 40, 61, 69] (in tables or bar charts). As far as we know, there is no trade-off baseline, nor is there any quantitative approach that can automatically evaluate and compare the fairness-accuracy trade-offs of software bias mitigation methods.

This paper introduces Fairea. Fairea is a novel model behaviour mutation approach to automatically benchmarking and quantifying the fairness-accuracy trade-off achieved by bias mitigation methods for ML software. With Fairea, we conduct a large-scale empirical study to benchmark and compare the effectiveness of 12 widely-studied bias mitigation methods that are publicly available in the popular IBM AI Fairness 360 library (AIF360) [4]. Fairea is the

---

\(^1\)We use “bias” and “unfairness” interchangeably to refer to the difference in ML behaviours towards protected attributes. Section 3.1 introduces the specific metrics that can be used to define and measure the concept.

\(^2\)In this paper, the term “accuracy” refers to the standard accuracy in machine learning, which is the number of correct predictions against the total number of predictions.
first quantitative approach to benchmarking the fairness-accuracy trade-off for bias mitigation methods. Our empirical study is also the first large-scale systematic study to evaluate the effectiveness of existing bias mitigation methods.

Our results reveal that, surprisingly, in 49% of the cases, bias mitigation methods have a poor bias mitigation effectiveness. In particular, 15% which reduce bias exhibit worse trade-offs than the baseline provided by FairRea, while 34% lead to a decrease in accuracy and an increase in bias. Furthermore, our observations reveal the following limitations among the existing bias mitigation methods: 1) it is challenging to achieve a good trade-off between fairness and accuracy; 2) methods designed to optimise one fairness metric often decrease the values of other fairness metrics; 3) the effectiveness of a method is often dataset- and model-dependent. Only rarely does an approach work well on all datasets and ML models.

To conclude, this paper makes the following primary contributions:

- A baseline approach that enables evaluating the fairness-accuracy trade-off of ML bias mitigation methods through model behaviour mutation.
- A quantitative measurement for comparing different ML bias mitigation methods and trade-off parameters.
- A large-scale study on widely-studied bias mitigation methods in regards to their bias mitigation effectiveness as well as their achieved fairness-accuracy trade-offs.
- An open-source implementation of FairRea that has been made publicly available [32] for ML software developers and researchers to evaluating their bias mitigation methods.

The rest of the paper is organised as follows. Section 2 provides the current state of fairness research. Section 3 introduces the preliminaries. Section 4 introduces our approach. The experimental design is described in Section 5. Experiments and results are presented in Section 6. Section 7 concludes.

2 CURRENT STATE OF FAIRNESS RESEARCH

This section introduces the progress of fairness research in software engineering (in Section 2.1), the existing studies on the fairness-accuracy trade-offs in bias mitigation methods and how the effectiveness and trade-offs are evaluated in the literature (in Section 2.2).

For a more intuitive overview, Table 2 summarises the related works we introduce. The top rows show the research in the software engineering domain. The remaining rows are about the research on fairness-accuracy trade-off in other domains.

2.1 Software Engineering for ML Fairness

Fairness is an important non-functional testing property of ML software [66]. The testing and improvement of fairness has been regarded as a critical part in the life cycle of software development [18].

Brun and Meliou [10] published a vision paper on the fairness of ML software (where they call this software fairness). They stated that ensuring software fairness is a software engineering problem, which can be tackled from multiple directions, including requirements, architecture and design, testing, verification, and maintenance. Harrison et al. [29] studied the perceived fairness of humans in regards to ML models. Biswas and Hridesh [8] studied the fairness of ML models on crowd-sourced platforms. Finkelstein et al. [25] explored fairness in requirement analysis, and showed different needs among customers.

Several techniques have been proposed to conduct fairness testing. Themis [2, 27] used random test generation techniques to evaluate the degree of fairness. AEQUITAS [58] combined random generation and local search to explore the presence of discriminatory inputs. Aggarwal et al. [1] used symbolic execution and local explainability to generate test inputs for fairness testing. Zhang et al. [67] uses gradient computation and clustering to detect individual discriminatory instances of DNN. Sun et al. [56] proposed TransRepair combining mutation testing and metamorphic relation [54, 63], which can be adopted to automatically test and repair fairness bugs in machine translators.

The design of software can also support the reduction of bias. For example, Tramer provided a framework for detecting fairness bugs [57]. Burnett et al. [11] proposed GenderMag to identify gender bias in interfaces and respective workflows. Chakraborty et al. [17] explained the effect of bias on ML, and proposed two approaches to combat this. Zhang and Harman [64] studied the influence of enlarging feature set and training data set when building fair ML models, and found that a richer feature set could effectively improve ML fairness, which is also observed in the work of Biswas and Hridesh later on [9].

Different from these existing research, FairRea applies mutation on ML model behaviours to compose a baseline for evaluating bias mitigation methods. Mutation analysis has been well studied in traditional software engineering [34, 49, 65]. Recently, mutation analysis has been drawn attention and been proved to be effective in automatically testing and improving ML software [33, 45, 56, 66]. As far as we know, FairRea is the first mutation analysis approach for fairness evaluation targeting ML software.

2.2 Fairness-Accuracy Trade-off

There have been numerous works studying the fairness-accuracy trade-off of bias mitigation methods [35]. Kamishima et al. [40] proposed a regularisation approach that adjusts the fairness-accuracy trade-off based on parameter $\eta$. Larger values of $\eta$ improve fairness, but also cause a higher loss in accuracy. Berk et al. [5] normalised the loss of accuracy to study the severity of the fairness-accuracy trade-off. They call the decrease of accuracy brought by bias mitigation “Price of Fairness”. Corbett-Davies et al. [22] analysed the trade-off of public safety and racial disparities. Similar to Berk et al. [5], they showed that trade-offs can be very common in practice. Kamiran and Caldera [36] gave a theoretical analysis of the trade-off. A classifier achieves an optimal trade-off if it is not dominated by another classifier (i.e., with larger accuracy and less bias).

To compare the fairness-accuracy trade-off achieved by bias mitigation methods, practitioners either observe the fairness and accuracy changes in separate graphs, or visualise them in a 2-dimensional graph (one dimension is accuracy, the other dimension is fairness) [12, 14–16, 24, 36, 37, 39, 41, 42, 51, 60]. The proposed mitigation methods are often compared with previous methods [16, 17, 37–41, 51, 61, 69], different configurations [12, 14, 24, 38–40], the original non-optimised classifier [12, 15, 36, 61, 62], or a classifier trained without using protected attributes [12, 15, 36, 69].
Table 1: State of the art of fairness research. The last column shows the section where each study is introduced in this paper. Fairness has been widely studied in both Software Engineering (the top rows) and ML literature (the bottom rows).

<table>
<thead>
<tr>
<th>Authors [Ref]</th>
<th>Year</th>
<th>Venue</th>
<th>Description</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finkelstein et al. [25]</td>
<td>2009</td>
<td>RE</td>
<td>Multi-objective optimisation to improve requirements for fairer software.</td>
<td>2.1</td>
</tr>
<tr>
<td>Galhotra et al. [27]</td>
<td>2017</td>
<td>ESEC/FSE</td>
<td>Automatic test suite generation for fairness testing (“Themeis”).</td>
<td>2.1</td>
</tr>
<tr>
<td>Tramer et al. [57]</td>
<td>2017</td>
<td>EuroSAP</td>
<td>Framework to discover unfair treatment in data-driven applications.</td>
<td>2.1</td>
</tr>
<tr>
<td>Brun and Meliou [10]</td>
<td>2018</td>
<td>ESEC/FSE</td>
<td>Vision paper on the power of software engineering to combat fairness issues.</td>
<td>2.1</td>
</tr>
<tr>
<td>Udeshi et al. [58]</td>
<td>2018</td>
<td>ASE</td>
<td>Automated approach to discover inputs that highlight fairness violations.</td>
<td>2.1</td>
</tr>
<tr>
<td>Angell et al. [2]</td>
<td>2018</td>
<td>ESEC/FSE</td>
<td>Automated test suite generation for two types of discrimination.</td>
<td>2.1</td>
</tr>
<tr>
<td>Aggarwal et al. [1]</td>
<td>2019</td>
<td>ESEC/FSE</td>
<td>Detection of individual discrimination with black-box testing.</td>
<td>2.1</td>
</tr>
<tr>
<td>Friedler et al. [56]</td>
<td>2019</td>
<td>FAT</td>
<td>Benchmarking of various bias mitigation methods, datasets, and metrics.</td>
<td>2.1</td>
</tr>
<tr>
<td>Harrison et al. [29]</td>
<td>2020</td>
<td>FAT</td>
<td>Empirical study about the perceived fairness of machine learning models.</td>
<td>2.1</td>
</tr>
<tr>
<td>Biswas and Hridesh [6]</td>
<td>2020</td>
<td>ESEC/FSE</td>
<td>Investigation of bias in crowd-sourced machine learning models.</td>
<td>2.1</td>
</tr>
<tr>
<td>Zhang et al. [66]</td>
<td>2020</td>
<td>TSE</td>
<td>Survey on testing for machine learning systems.</td>
<td>2.1</td>
</tr>
<tr>
<td>Chakraborty et al. [17]</td>
<td>2020</td>
<td>ESEC/FSE</td>
<td>Effect of biased training data on ML fairness, and proposal of two approaches to combat this.</td>
<td>2.1, 2.2</td>
</tr>
<tr>
<td>Zhang et al. [67]</td>
<td>2020</td>
<td>ICSE</td>
<td>A lightweight search approach to detect individual discriminatory instances.</td>
<td>2.1</td>
</tr>
<tr>
<td>Zhang and Harman [64]</td>
<td>2021</td>
<td>ICSE</td>
<td>Effect of the richness of feature/data set on ML fairness.</td>
<td>2.1</td>
</tr>
<tr>
<td>Biswas and Hridesh [9]</td>
<td>2021</td>
<td>ESEC/FSE</td>
<td>Effect of data pre-processing on ML fairness.</td>
<td>2.1</td>
</tr>
<tr>
<td>Calders et al. [12]</td>
<td>2009</td>
<td>ICDM</td>
<td>Modelling of classification models with independence constraints on attributes.</td>
<td>2.2</td>
</tr>
<tr>
<td>Kamiran and Calders [35]</td>
<td>2010</td>
<td>DMKDHF</td>
<td>Three approaches to make Naive Bayes discrimination free.</td>
<td>2.2</td>
</tr>
<tr>
<td>Calders and Verwer [14]</td>
<td>2010</td>
<td>ICDM</td>
<td>Adaptation of splitting criterion and pruning rules for Decision Tree fairness.</td>
<td>2.2</td>
</tr>
<tr>
<td>Kamiran et al. [37]</td>
<td>2011</td>
<td>ICDM</td>
<td>Developed techniques to allow for conditional discrimination if explainatory attributes are responsible.</td>
<td>2.2</td>
</tr>
<tr>
<td>Zliobaite et al. [69]</td>
<td>2011</td>
<td>ICDM</td>
<td>Three pre-processing data to remove discrimination before a classifier is learned.</td>
<td>2.2</td>
</tr>
<tr>
<td>Kamiran and Caldero [36]</td>
<td>2012</td>
<td>KAIS</td>
<td>Discussion of causes for unfairness in ML. Proposal of regularisation to achieve fairness during training.</td>
<td>2.2</td>
</tr>
<tr>
<td>Kamishima et al. [40]</td>
<td>2012</td>
<td>ECML PKDD</td>
<td>Relabeling of predictions with high uncertainty.</td>
<td>2.2</td>
</tr>
<tr>
<td>Kamiran et al. [38]</td>
<td>2013</td>
<td>ICDM</td>
<td>Developed techniques to allow for conditional discrimination if explainatory attributes are responsible.</td>
<td>2.2</td>
</tr>
<tr>
<td>Zemel et al. [63]</td>
<td>2013</td>
<td>ICML</td>
<td>Developed techniques to allow for conditional discrimination if explainatory attributes are responsible.</td>
<td>2.2</td>
</tr>
<tr>
<td>Feldman et al. [24]</td>
<td>2015</td>
<td>SIGKDD</td>
<td>Investigation of disparate impact (difference in classification among groups).</td>
<td>2.2</td>
</tr>
<tr>
<td>Corbett-Davies et al. [22]</td>
<td>2017</td>
<td>KDD</td>
<td>Fairness as a constrained optimisation problem.</td>
<td>2.2</td>
</tr>
<tr>
<td>Berk et al. [5]</td>
<td>2017</td>
<td>FAT</td>
<td>Fairness regularisation for linear and logistic regression with variable weights.</td>
<td>2.2</td>
</tr>
<tr>
<td>Zafar et al. [60]</td>
<td>2017</td>
<td>AISTATS</td>
<td>Fair classifiers based on a novel notion of decision boundary (un)fairness.</td>
<td>2.2</td>
</tr>
<tr>
<td>Calmon et al. [15]</td>
<td>2017</td>
<td>NIPS</td>
<td>Convex optimisation to learn fair data transformations.</td>
<td>2.2</td>
</tr>
<tr>
<td>Pleiss et al. [51]</td>
<td>2017</td>
<td>NIPS</td>
<td>Investigation of calibration while minimising for error constraints.</td>
<td>2.2</td>
</tr>
<tr>
<td>Kamiran et al. [39]</td>
<td>2018</td>
<td>Inf. Sci.</td>
<td>Framework to handle predictions with high uncertainty.</td>
<td>2.2</td>
</tr>
<tr>
<td>Zhang et al. [62]</td>
<td>2018</td>
<td>AIES</td>
<td>Bias mitigation with adversarial learning.</td>
<td>2.2</td>
</tr>
<tr>
<td>Kearns et al. [41]</td>
<td>2018</td>
<td>PMLR</td>
<td>Fairness across exponentially many subgroups to avoid gerrymandering.</td>
<td>2.2</td>
</tr>
<tr>
<td>Kearns et al. [42]</td>
<td>2019</td>
<td>FAT</td>
<td>Empirical evaluation of rich subgroup fairness (fairness constraints over a large collection of groups).</td>
<td>2.2</td>
</tr>
<tr>
<td>Celis et al. [16]</td>
<td>2019</td>
<td>FAT</td>
<td>A meta algorithm to achieve fairness based on a given fairness metric.</td>
<td>2.2</td>
</tr>
</tbody>
</table>

In all of these works, the loss of accuracy and improvement of fairness are measured and visualised separately. It is unclear whether the improved fairness is simply the consequence of the loss in accuracy. There is no unified baseline or quantitative measurement to evaluate and compare the fairness-accuracy trade-off throughout different studies.

Fairea aims to provide a unified standard to evaluate bias mitigation methods. The baseline Fairea provides enables developers to classify the fairness-accuracy trade-offs of a bias mitigation method into good or poor. The quantitative measurement Fairea provides enables developers to compare different mitigation methods in a more fine-grained way, and help tune fairness penalty parameters.

3 PRELIMINARIES

In this section, we introduce two widely-used metrics to define and measure fairness for binary classification problems in Section 3.1, and the widely-studied bias mitigation methods in Section 3.2.

3.1 Fairness Metrics

Fairness metrics are designed to define and quantitatively measure ML fairness. There are two primary types of fairness as indicated by Speicher et al. [55]: individual fairness and group fairness. Individual fairness is satisfied when similar individuals (according to a distance function) receive the same prediction [23]. Group fairness requires that the predictive performance of a classification model is equal across different groups [21], which are divided by the values of protected attributes (i.e., race, age, sex). Groups are either privileged (more likely to get an advantageous outcome) or unprivileged (more likely to get a disadvantageous outcome).

In this paper, we adopt two group fairness metrics widely-studied in the literature: Statistical Parity Difference, and Average Odds Difference. We choose group fairness metrics for two reasons. First, these metrics are widely adopted in the literature [17, 21, 22, 40]; second, most mitigation methods are designed to optimise group fairness.

In the following, we use \( \hat{y} \) to denote the predictions of a classification model. We use \( D \) to denote a group (privileged or unprivileged). We use \( Pr \) to denote probability.

The Statistical Parity Difference (SPD) is a fairness metric requiring that decisions are made independently of protected attributes [60]. Positive and negative classifications for each demographic group should be identical over the whole population [23]:

\[
SDP = Pr(\hat{y} = 1|D = \text{unprivileged}) - Pr(\hat{y} = 1|D = \text{privileged})
\]
The Average Odds Difference (AOD) is a group fairness metric that averages the differences in True Positive Rate (TPR) and False Positive Rate (FPR) among privileged and unprivileged groups [28]:

$$AOD = \frac{1}{2} \left( (\text{FPR}_{\text{privileged}} - \text{FPR}_{\text{unprivileged}}) + (\text{TPR}_{\text{unprivileged}} - \text{TPR}_{\text{privileged}}) \right)$$ (2)

Following previous work [17], we are interested in the absolute values of these metrics, thus a minimal value of zero indicates no bias detected by the corresponding metric. Larger metric values correspond to a higher bias.

3.2 Bias Mitigation Methods

In order to improve machine learning fairness, researchers have proposed three primary types of bias mitigation methods: pre-processing, in-processing and post-processing [26] methods.

3.2.1 Pre-Processing. Pre-processing methods aim at processing the training data to reduce bias in the data.

Reweighing (RW) is a pre-processing method that applies weights to different groups in the training data to achieve fairness [12, 36]. Optimised Pre-processing (OP) is a method to learn probabilistic transformations to edit labels and features of the dataset [15]. Learning Fair Representations (LFR) encodes data into an intermediate representation with the aim of obfuscating protected attribute information, while minimising the overall information disruption [61]. Other pre-processing approaches that have been proposed include the removal of data points [17, 69], and editing values of non-protected features [24].

3.2.2 In-processing. In-processing methods aim to mitigate bias during training by directly optimising algorithms.

Adversarial Debiasing (AD) is a technique that trains a classifier while simultaneously minimising the ability to predict protected attributes [62]. Prejudice Remover (PR) learns a classifier with a regularisation term to optimise fairness [40]. A fair classifier, in regards to gerrymandering, is proposed by Kearns et al. [41]. This approach applies a two-player game between a Learner and Auditor to adjust subgroups. Celis et al. [16] introduced a meta algorithm that creates an optimised classifier for a given input fairness metric. Other in-processing approaches include training process fairness constraints [5, 13], adaptation of split rule for decision trees [37], decision boundary (un)fairness [60], and latent-unbiased variables [14].

3.2.3 Post-processing. Post-processing methods change the prediction outcomes of a model to mitigate bias after the model has been trained.

Reject Option based Classification (ROC) exploits predictions with high uncertainty [38]. In particular, favourable outcomes are assigned to unprivileged groups and unfavourable outcomes to privileged groups. Post-processing can also be applied in regards to the Equal Opportunity Difference (EOD) [28, 51]. Two post-processing methods that optimise for EOD, are Equalised Odds (EO) [28, 51] and Calibrated Equalised Odds [51]. Other post-processing approaches include the modification of the probability of positive decisions for Naive Bayes (NB) [14], leaf relabelling for Decision Trees (DT) [37], and further investigation of uncertain labels [39].

4 THE FAIREA APPROACH

There are three primary steps in Fairea to benchmarking and quantitatively evaluating bias mitigation methods.

Step1: Baseline Creation with Model Behaviour Mutation. First, Fairea builds the baseline by simulating the behaviours of a series of naive bias mitigation models. Fairea does this via model behaviour mutation. The accuracy and fairness of these simulated models, together with the original classification model, are adopted to construct the fairness-accuracy trade-off baseline.

Step2: Bias mitigation effectiveness region division. Second, Fairea maps the effectiveness of a bias mitigation method into five mitigation regions with the Fairea baseline constructed in the first step. The division of such regions helps to classify bias mitigation effectiveness into different levels, providing an intuitive overview of the changes in accuracy and fairness of a mitigation method.

Step3: Quantitative Evaluation of Trade-off Effectiveness. Third, Fairea quantifies the effectiveness of fairness-accuracy trade-off by measuring the gap between its effectiveness and the Fairea baseline. This step focuses on the bias mitigation methods that improve fairness but decrease accuracy, and enables the quantitative comparison among their trade-offs.

The details for each step are explained below.

4.1 Baseline Creation

When presenting the fairness and accuracy of a bias mitigation method in a two-dimensional coordinate system, the baseline that Fairea provides can be viewed as a line, as shown by Figure 1. The line is constructed by connecting the fairness-accuracy points of the original model (i.e., the model obtained by using the original classifier without applying any mitigation method) and a series of naive mitigation models constructed by model behaviour mutation. In the following, we explain how we obtain these points.

Trade-off points Collection: The starting trade-off point is based on the accuracy and fairness of the original model (i.e., the model without applying any bias mitigation method), as shown by point $F_{OM}$ in Figure 1. The remaining points are based on the accuracy and fairness of a series of pseudo models whose behaviours are mutated from the original model. The hypothesis is that these models...
could improve the fairness of the original model in a naive way: by “blindly” sacrificing its accuracy with model behaviour mutation. For example, when Fairea mutates the original model into a random guessing model, the fairness will be greatly improved (because the predictive performance are equally worse among different protected groups), yet the accuracy is largely sacrificed. The fairness-accuracy trade-offs of such mutated models are expected to be surpassed by any reasonable bias mitigation methods. This hypothesis holds unless the original model performs even worse than a random guess model. Moreover, the bias measured by fairness metrics should monotonically decrease with an increased mutation degree. As far as we know, widely-adopted fairness metrics such as SPD, AOD, and EOD all satisfy this condition.

**Mutation Degree:** To obtain mutated model behaviours, we copy the original model predictions, then mutate the predictions made by this model (i.e., instead of returning the original predicted label, a random subset of the predictions is replaced by other labels). We consider different mutation degrees (i.e., the fraction of predictions to mutate) from 10% to 100%, with a step-size of 10%. For example, when the mutation degree is 10%, we randomly choose 10% of the predictions made by the original model to mutate.

**Mutation Strategy:** There are different mutation strategies we can choose to mutate the prediction behaviours, such as random mutation or mutating all the chosen predictions into the same label. In this paper, we choose the second strategy following the zero-normalisation principle introduced by Speicher et al. [55], which states that fairness metrics are minimised when each individual receives the same label. For an n-class classification problem, there are n labels that one can choose to conduct mutation, therefore n mutation strategies are possible, one for each label. We choose the label that will yield the highest accuracy when 100% of the predictions are mutated, in order to provide a tighter trade-off baseline. We explore the influence of different mutation strategies in RQ4 (see more details in Section 6.4).

**Example:** Table 2 illustrates an example of the mutation procedure and its corresponding fairness-accuracy trade-off for binary classification. There are 10 instances in this example (ID from 1 to 10) belonging to two groups (g1 and g2). The column “Bias” shows the absolute False Positive Rate (FPR) difference between group g1 and g2. A larger absolute FPR difference indicates more bias in the model towards the two groups. The original model achieves an accuracy of 0.80, with a bias of 0.5. When the mutation degree is 40%, the accuracy is reduced to 0.6, the fairness is improved, with a bias of 0.17. Finally, mutating 100% of the labels achieves the best fairness with a bias of 0.0, but also leads to a low accuracy of 0.50.

**Baseline Construction:** As shown by Table 2, each mutation degree corresponds to one mutated model, whose accuracy and fairness will form a point for constructing the baseline of Fairea. For example, in Figure 1, F10, F20, F30, ..., F100 illustrate the fairness and accuracy of mutated models with mutation degree of 10%, 20%, ..., 100%, respectively. These points, together with the initial fairness and accuracy of the original model, are connected to form the baseline of Fairea. The shape of the baseline is not necessarily linear. Different fairness metrics may have different baseline shapes.

---

**Table 2:** An example of the mutation procedure in Fairea. Bias is represented by the absolute False Positive Rate difference (Bias). From the table, bias can be reduced by simply “sacrificing” accuracy through mutating model predictions.

<table>
<thead>
<tr>
<th>ID</th>
<th>Group</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>Accuracy</th>
<th>Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>True label</td>
<td>g1</td>
<td>g2</td>
<td>g3</td>
<td>g4</td>
<td>g5</td>
<td>g6</td>
<td>g7</td>
<td>g8</td>
<td>g9</td>
<td>g10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.80</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Original model</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mutation degree: 40%</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.60</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>mutation degree: 100%</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.50</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2:** Mitigation regions of bias mitigation methods based on changes in accuracy and fairness. The baseline is created following the procedure we introduced in Section 4.1

Both accuracy and bias values are re-scaled to a range between 0 and 1 for ease of presentation, which does not affect the relative comparison results among different bias mitigation methods.

**4.2 Bias Mitigation Outcome Categorisation**

After obtaining a baseline, Fairea categorises the bias mitigation method’s effectiveness into several regions, with different regions representing different categories of bias mitigation effectiveness.

As shown by Figure 2, there are five mitigation regions. If a bias mitigation method improves the accuracy and reduces the bias of the original model, it belongs to the *win-win* region. This win-win region is challenging to achieve, but is still possible [59]. A bias mitigation method falls in the *lose-lose* region if it reduces the accuracy but at the same time increases the bias of the original model (i.e., it produces worse results for both measures). If a bias mitigation improves accuracy but introduces more bias it falls in the *inverted* trade-off region. The *trade-off* region means that a bias mitigation method reduces bias but decreases accuracy. There are two types of trade-off regions: the *good trade-off* region indicates that the bias mitigation method achieves better trade-off than the baseline of Fairea; otherwise, it belongs to the *poor trade-off* region.

This five-region categorisation of Fairea helps provide an overview of the overall effectiveness of a bias mitigation method. In the following, we introduce how Fairea quantitatively measures the goodness of fairness-accuracy trade-off.

---

superscript 3: In this example, mutating the predictions to label 1 and 0 have equal effects on the baseline strictness. We thus demonstrate only the results of mutating the predictions into 1.

superscript 4: Given a list of values $x$, each element $x_i \in x$ is re-scaled given the minimum ($x_{\min}$) and maximum ($x_{\max}$) in $x$: $x_i = \frac{x_i - x_{\min}}{x_{\max} - x_{\min}}$. 
This research question evaluates the overall performance of state-of-the-art bias mitigation methods when used with the Fairea baseline and the mitigation method. BM represents the accuracy and bias of the mitigation method; the red line represents Fairea’s baseline; the area is constructed by connecting BM horizontally (BM') and vertically (BM'') to the Fairea baseline.

4.3 Trade-off Quantitative Evaluation

The win-win, lose-lose, and poor trade-off regions provide sufficiently clear signals on the effectiveness of the bias mitigation method. Thus, in this section, we focus on providing a quantitative measurement on the trade-off goodness of bias mitigation methods that fall into the good trade-off region, to facilitate a more fine-grained comparison for different bias mitigation methods.

Fairea measures the goodness of such a trade-off by calculating the area encompassed by a mitigation method and the Fairea baseline. Figure 3 illustrates the area obtained by connecting the bias mitigation trade-off point to the Fairea baseline, vertically and horizontally. The vertical line and horizontal line, together with the Fairea baseline, form a closed area. For example, for the case in Figure 3, the closed area is shown by the filled blue area, which is formed by five points: BM, BM', BM'', F_10, and F_20.

When comparing the area of two bias mitigation methods, the method with a larger area is regarded to have a better fairness-accuracy trade-off. Using the area as a trade-off measurement, instead of other criterion such as the distance to the baseline, ensures a reasonable comparison when the baseline is curved.

5 EXPERIMENTAL SETUP

In this section, we describe the design of the experiments we carry out to evaluate Fairea. We first introduce the research questions, then introduce the subjects and the experimental procedure. The implementation code and the results are available at our homepage [32] to support reproducibility and future studies.

5.1 Research Questions

Our evaluation answers the following research questions:

RQ1: Which mitigation regions do the existing bias mitigation methods fall into according to Fairea?

This research question evaluates the overall performance of state-of-the-art bias mitigation methods by checking how they are matched into the five mitigation regions shown by Figure 2, according to Fairea. To answer this question, we analyse the effectiveness of 12 popular state-of-the-art bias mitigation methods when used with three classification models, by mapping their accuracy-bias trade-off into mitigation regions as illustrated in Figure 2. We show the proportion of bias mitigation cases that fall into each mitigation region.

RQ2. What fairness-accuracy trade-off do state-of-the-art bias mitigation methods achieve based on Fairea?

This research question compares the methods that fall into the good trade-off region with the quantitative measurement Fairea provides. To answer this question, we calculate the area for the target method under each mitigation task (with different ML models, datasets, and fairness metrics). This allows us to quantitatively compare the methods and determine which bias mitigation method achieves the best fairness-accuracy trade-off under each task.

RQ3. Can Fairea be used to tune trade-off parameters for in-processing bias mitigation methods?

For in-processing methods, there are usually trade-off parameters for controlling the degree of bias mitigation. A larger trade-off parameter mitigates more bias, thus may sacrifice more accuracy. The quantitatively measurement of Fairea naturally enables automatic tuning of such parameters for the purpose of achieving the best trade-off. To answer the question, we investigate the in-processing methods (Prejudice Remover [40] with fairness trade-off parameter \( \eta \), and Adversarial Debiasing [62] with \( \text{adversary}_{\text{loss}}_{\text{weight}} \)), then check whether our measurement helps to easily spot parameters that yield good fairness-accuracy trade-off.

RQ4. How does the mutation strategy influence Fairea?

As explained in Section 4, different mutation strategies can be used to build Fairea. This question evaluates the difference among mutation strategies in providing the baseline. To answer this question, we compare the baselines created by the different strategies, to motivate the choice of the most suitable mutation strategy.

5.2 Datasets

We perform our experiments on the three mostly widely-studied, real-world datasets in the fairness literature: the Adult, German, and COMPAS datasets.

The Adult Census Income (Adult) [44] contains financial and demographic information about individuals from the 1994 U.S. census. A classification is made to determine whether individuals have an income above 50 thousand dollars a year.

The COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) [52] dataset contains criminal history and demographic information of criminal offenders in Broward County, Florida. Each individual is assigned with a recidivism label, indicating whether they were caught re-offending within two years.

The German Credit Data (German) [30] dataset contains credit information of 1,000 people with a classification of good or bad credit risk. Based on the given features, the protected attribute sex can be derived.

These datasets are the most widely-explored in the fairness literature. For example, Galhotra et al. [27] used two datasets: Adult and German; Chakraborty et al. [18] used the same three datasets.

Table 3 provides more information about these three datasets. This includes the size of the dataset (Column “Size”), the number of attributes (Column “Attri.”), the favourable label, and the majority label. For each dataset, we present the protected attributes that are

\[ \text{The number of datasets we used align with the fairness literature. According to our collection, 90\% of fairness papers use no more than three datasets in their evaluation.} \]
Table 3: Dataset information.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>Attr.</th>
<th>Favour Label</th>
<th>Majority Label</th>
<th>Prot.Attrib</th>
<th>Privileged</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>48,842</td>
<td>14</td>
<td>1 (income &gt;50k)</td>
<td>0 (&lt;=50k)</td>
<td>Sex</td>
<td>male</td>
</tr>
<tr>
<td>COMPAS</td>
<td>7,214</td>
<td>28</td>
<td>0 (no recidivism)</td>
<td>0 (recidivism)</td>
<td>Sex</td>
<td>female</td>
</tr>
<tr>
<td>German</td>
<td>1,000</td>
<td>20</td>
<td>1 (good credit)</td>
<td>1 (bad credit)</td>
<td>Race</td>
<td>caucasian</td>
</tr>
</tbody>
</table>

present in the dataset (Column "Prot.Attrib"). Privileged groups are outlined for protected attributes (Column "Privileged").

5.3 Bias Mitigation Methods

We explore all the three types of bias mitigation methods during our evaluation (see more details in Section 3.2). Under each type, we choose widely-studied methods, which have been implemented in the IBM AIF360 library:

- **Pre-processing**: Optimised Pre-processing (OP), Learning Fair Representations (LFR), Reweighing (RW);
- **In-processing**: Prejudice Remover (PR), Adversarial Debiasing (AD);
- **Post-processing**: Reject Option Classification (ROC), Calibrated Equalised Odds (CO), Equalised odds (EO).

In AIF360, ROC and CO are implemented with three different fairness metrics to guide the bias mitigation process. ROC offers a choice between SPD, AOD, and EOD; CO offers a choice between False Negative rate (FNR), False Positive Rate (FPR), and a weighted metric to combine both. We implemented and evaluated every of the three methods for ROC and CO. All together, we study 12 bias mitigation methods.

5.4 Experimental Configuration

Pre-processing and post-processing methods are model independent. We implement them using three traditional classification models, which have been widely adopted in previous works that study fairness: Logistic Regression (LR) [17, 24, 38–40, 60], Decision Tree (DT) [38, 39], and Support Vector Machine (SVM) [24, 39, 60]. As in previous work [17, 38, 39], we use the default configuration for each classifier, as provided by Scipy.

The two in-processing methods studied in this paper have their own model with different trade-off parameters. In this case, to build Fairea, when getting the original model, we turn off the trade-off parameters (so that such a model does not use any bias mitigation function); when evaluating the effectiveness of a in-process method in RQ1 and RQ2, we use its default trade-off parameter. In RQ3, we explore the trade-off performance of different parameters and investigate whether Fairea’s quantitative measurement helps to tune the parameters to get the best trade-off.

We apply each of the bias mitigation methods to the three datasets and their protected attributes, with three ML models and two fairness metrics. Thus, for each mitigation method, it will be evaluated per (dataset, protected attribute, ML model, fairness metric) combination. We call such as a combination a mitigation task.

Each optimisation process is repeated 50 times, each time with a random re-split of the data based on a fixed train-test split ratio (10%, 20%, ..., 100%). We use the mean value of these multiple runs to represent the method’s average performance, as a common practice in the fairness literature [8, 16]. We treat each single run as an individual mitigation case, and present the proportion of cases that fall into each bias mitigation region for a bias mitigation method (to answer RQ1). The baseline is also obtained by repeating the label model behaviour mutation procedure 50 times for each mutation degree (10%, 20%, ..., 100%).

The source code containing the implementation of Fairea and the implementation/configuration of each bias mitigation method, as well as the results, are available in our project repository [32].

5.5 Threats to Validity

The primary threat to internal validity lies in the implementation of Fairea. To reduce this threat, the authors independently reviewed the implementation code. The adoption of IBM AIF360 framework [4], a widely adopted fairness tool in software fairness [8, 17], also reduces such threat. The threats to external validity lie primarily with the subjects investigated. To reduce this threat, we use the three most widely adopted datasets in fairness research. We study 12 bias mitigation methods, with different classification models, to obtain more generalised conclusions. Moreover, we make our scripts and data publicly available, to allow for reproductions, replications and its adoption in future bias mitigation studies [32].

6 EMPIRICAL STUDY RESULTS

This section presents the results of our experiments to answer the research questions explained in Section 5.1.

6.1 RQ1: Mitigation Region Distribution

The first research question checks the mitigation region distribution of the existing bias mitigation methods. We apply bias mitigation methods to the three datasets to evaluate their region distribution (Section 4) according to the baseline provided by Fairea.

We apply each pre- and post-processing bias mitigation method on three classification models (LR, DT, SVM) used for five bias mitigation tasks (i.e., Adult-sex, Adult-race, COMPAS-sex, COMPAS-race, German-sex). Each task is repeated for 50 times with different training-test splits. DT achieves a prediction accuracy below the majority class for the German dataset. Therefore, it does not meet our baseline requirement (as introduced in Section 4.1) and is disregarded in the subsequent experiments. Thus, for each bias mitigation method, there are 5*3*50-50 = 700 evaluations.

For each in-processing method, as we introduced in Section 5.4, we build the baseline upon an original model without applying bias mitigation (with the trade-off parameter set to 0). For Prejudice Remover, its accuracy on the COMPAS/German dataset is too low to be reduced by mutation, we thus only present its results on the Adult dataset. Therefore, our experiment conducts 50 evaluates on Prejudice Remover, and 250 evaluations on Adversarial Debiasing.

We then calculate the percentage of evaluations that fall into each region. We use the proportion as a high-level indication of the bias mitigation performance of each method.

6.1.1 Overall results. Table 4 shows the results of the region classification of bias mitigation methods. Each row represents a bias mitigation method. Each cell contains a percentage of scenarios
that fall into corresponding regions for a mitigation method. The last row shows the overall ratios for each mitigation region.

We make the following primary observations from Table 4. First, to our surprise, a large proportion of bias mitigation performance falls into the lose-lose trade-off region. For example, for the $CO_{fpr}$ post-processing method, the proportion is as high as 52% for AOD. The mean value of the lose-lose proportion is 33% for SPD and 36% for AOD, which means that those bias mitigation methods perform worse than the original model. For SPD, 49% of the bias mitigation methods perform worse than the baseline, while being better among 43% of the evaluations. Similarly, 51% of the bias mitigation methods achieve worse trade-offs than $Fairea$ for AOD, while being better among 42% of the evaluations.

One possible reason for this is that mitigation methods are often designed to optimise one fairness metric, but such kind of one-target optimisation usually affects other fairness metrics [20, 43]. For example, $CO_{fpr}$ and $CO_{fpr}$ are designed to optimise the difference of false negative/positive rate between privileged and unprivileged groups. Their lose-lose percentages measured by SPD and AOD are over 50%. Nevertheless, we observe that when using the same metric to optimise and measure mitigation performance, the lose-lose percentages are still high (i.e., 19% for $ROCS_{SPD}$ measured by SPD, and 26% for $ROCS_{AOD}$ measured by AOD).

Second, a notable proportion of evaluations fall into the poor trade-off region (16% for SPD and 15% for AOD). While this means that they achieve more fairness than the original model, their fairness-accuracy trade-off is worse than the baseline of $Fairea$.

We also observe a small ratio of evaluations falling into the win-win region (10%) or inverted trade-off region (7%). A larger proportion of pre-processing methods belong to the win-win region, in comparison to in- and post-processing methods. This may indicate that optimising training data has more promises in providing solutions to optimise both accuracy and fairness.

Third, pre-processing methods are more likely to fall into the win-win region with both accuracy and fairness being improved. For example, for SPD, the average proportion of pre-processing methods that fall into the win-win region is 18%, which is only 7%

Table 4: RQ1: Proportion of mitigation cases that fall into each mitigation region. We observe that half of the existing bias mitigation methods either decrease accuracy and increase bias (lose-lose) of the original model, or have a worse trade-off than the $Fairea$ baseline (poor trade-off).

<table>
<thead>
<tr>
<th>Bias mitigation method</th>
<th>Lose-Lose</th>
<th>Statistical Parity Difference (SPD)</th>
<th>Win-Win</th>
<th>Average Odds Difference (AOD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Poor Trade-off</td>
<td>Inverted</td>
<td>Good Trade-off</td>
</tr>
<tr>
<td>Pre OP</td>
<td></td>
<td>19%</td>
<td>48%</td>
<td>0%</td>
</tr>
<tr>
<td>Pre RW</td>
<td></td>
<td>5%</td>
<td>14%</td>
<td>4%</td>
</tr>
<tr>
<td>In PR</td>
<td></td>
<td>1%</td>
<td>6%</td>
<td>0%</td>
</tr>
<tr>
<td>In AD</td>
<td></td>
<td>29%</td>
<td>5%</td>
<td>12%</td>
</tr>
<tr>
<td>Post $CO_{fpr}$</td>
<td></td>
<td>52%</td>
<td>2%</td>
<td>15%</td>
</tr>
<tr>
<td>Post $CO_{fpr}$</td>
<td></td>
<td>58%</td>
<td>20%</td>
<td>7%</td>
</tr>
<tr>
<td>Post $CO_{weigthed}$</td>
<td></td>
<td>64%</td>
<td>3%</td>
<td>21%</td>
</tr>
<tr>
<td>Post $ROCS_{SPD}$</td>
<td></td>
<td>19%</td>
<td>26%</td>
<td>0%</td>
</tr>
<tr>
<td>Post $ROCS_{AOD}$</td>
<td></td>
<td>45%</td>
<td>16%</td>
<td>4%</td>
</tr>
<tr>
<td>Post EO</td>
<td></td>
<td>47%</td>
<td>15%</td>
<td>4%</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>33%</td>
<td>16%</td>
<td>7%</td>
</tr>
</tbody>
</table>

Table 5: RQ1: Averaged proportion of mitigation cases that fall into each mitigation region organised by different ML models (top three rows) and datasets (bottom five rows). The differences across models and datasets indicate that the effectiveness of the methods we studied are model and dataset dependent.

<table>
<thead>
<tr>
<th></th>
<th>Lose-Lose</th>
<th>Poor</th>
<th>Inverted</th>
<th>Good</th>
<th>Win-Win</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>30%</td>
<td>20%</td>
<td>3%</td>
<td>41%</td>
<td>6%</td>
</tr>
<tr>
<td>DT</td>
<td>43%</td>
<td>8%</td>
<td>12%</td>
<td>24%</td>
<td>12%</td>
</tr>
<tr>
<td>SVM</td>
<td>28%</td>
<td>18%</td>
<td>6%</td>
<td>36%</td>
<td>13%</td>
</tr>
<tr>
<td>Adult - Sex</td>
<td>49%</td>
<td>17%</td>
<td>1%</td>
<td>32%</td>
<td>1%</td>
</tr>
<tr>
<td>Adult - Race</td>
<td>43%</td>
<td>15%</td>
<td>3%</td>
<td>37%</td>
<td>2%</td>
</tr>
<tr>
<td>COMPAS - Sex</td>
<td>18%</td>
<td>13%</td>
<td>10%</td>
<td>35%</td>
<td>23%</td>
</tr>
<tr>
<td>COMPAS - Race</td>
<td>26%</td>
<td>8%</td>
<td>15%</td>
<td>34%</td>
<td>16%</td>
</tr>
<tr>
<td>German - Sex</td>
<td>34%</td>
<td>27%</td>
<td>9%</td>
<td>19%</td>
<td>12%</td>
</tr>
</tbody>
</table>

for post-processing methods. This suggests that, if one pursues improving both accuracy and fairness, it might be favourable to pre-process the training data and prevent the bias from reaching the model, than to mitigate the bias after the model has learned the bias from the data.

6.1.2 Comparison among different models and datasets. We further analyse the region distribution based on ML models (for pre- and post-processing methods) and datasets. The purpose is to investigate whether the performance of different bias mitigation methods are influenced by ML models or datasets. Table 5 shows the results. Among the three classification models, we observe that different models have different results, which indicates that the effectiveness of pre- and post-processing methods are model dependent. Overall, LR and SVM have a better effectiveness (higher percentage of good trade-offs) than DT.

Among different datasets and protected attributes, the differences are also notable. We observe that for the COMPAS dataset, there are more scenarios in the win-win region and fewer scenarios in the lose-lose region. We suspect that this is because COMPAS dataset
Table 6: RQ2: Trade-off assessment results for pre-processings and post-processing methods. For each method in the good trade-off region, a trade-off measurement value provided by Fairea is given; for other regions the region type is displayed. The values in bold indicate the best mitigation method for each mitigation task. From this table, we observe that Fairea provides distinguishable measurements for trade-off comparison, and helps to detect the best mitigation method under each bias mitigation task.

<table>
<thead>
<tr>
<th>Logistic Regression (LR)</th>
<th>Decision Tree</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>COMPAS</td>
<td>German</td>
</tr>
<tr>
<td>Sex</td>
<td>Race</td>
<td>Sex</td>
</tr>
<tr>
<td>Pre</td>
<td>LFR</td>
<td>0.001</td>
</tr>
<tr>
<td>RW</td>
<td>0.001</td>
<td>0.007</td>
</tr>
<tr>
<td>Post</td>
<td>CO</td>
<td>0.014</td>
</tr>
<tr>
<td>W</td>
<td>lose-lose</td>
<td>lose-lose</td>
</tr>
<tr>
<td>ROCS</td>
<td>0.006</td>
<td>poor</td>
</tr>
<tr>
<td>ROCAGD</td>
<td>lose-lose</td>
<td>lose-lose</td>
</tr>
<tr>
<td>ROCEGAD</td>
<td>lose-lose</td>
<td>lose-lose</td>
</tr>
<tr>
<td>EO</td>
<td>0.024</td>
<td>0.067</td>
</tr>
</tbody>
</table>

is more balanced than Adult and German (54% of majority labels v.s. 75% and 70% majority labels according to Table 3).

To conclude, for RQ1, we have the following answer:

**Answer to RQ1: Surprisingly, approximately 50% of the bias mitigation scenarios have a poor mitigation effectiveness, with 34% of them decreasing accuracy and increasing bias (lose-lose), and 15% of them exhibiting a poor trade-off according to Fairea.**

### 6.2 RQ2: Quantitative Measurement for Fairness-accuracy Trade-off

To answer RQ2, we present the quantitative measurement results of the fairness-accuracy trade-off achieved by different bias mitigation methods with Fairea. We quantify results that fall into the good trade-off region, as the other regions are either strictly dominating the original model (win-win), dominated by the Fairea baseline (lose-lose and poor trade-off, or do not improve fairness (inverted). We use the arithmetic mean results of the 50 runs to indicate the average level of mitigation effectiveness.

Table 6 shows the results for pre- and post-processing bias mitigation methods. The values in bold indicate the best mitigation method for each mitigation task (i.e., the combination of dataset, protected attribute, ML model, and fairness metric). From the table, the quantitative trade-off measurement Fairea provides helps to compare different the trade-offs among different mitigation method, and to choose the best one under each mitigation task.

The same as RQ1, we observe that the trade-offs of bias mitigation methods are highly dataset dependent. For example, the best trade-off on the Adult dataset is achieved by EO (highest scores for both AOD and SPD). The best trade-off on German is achieved by CO

We also exploit whether the protected attribute considered under each dataset impacts the performance of bias mitigation methods. From Table 6, for the same dataset, different protected attributes have very similar patterns. Specifically, in 85% (102/120) of the cases, bias mitigation methods are classified into the same mitigation region with different protected attributes. This suggests, that the protected attribute has a limited impact on the trade-off performance of bias mitigation methods.

### Table 7: RQ2: Trade-off assessment results for in-processing methods.

Due to the different characteristics of in-processing methods, we provide their quantitative results separately in Table 7. Prejudice Remover is not applicable to the COMPAS and German dataset (see Section 6.1.1 for more details) so we mark the results as “NA”. Adversarial Debiasing is applicable for all three datasets, however only achieves good trade-offs on the Adult dataset for SPD. All the other trade-offs are in the lose-lose region. However, when comparing the two in-processing methods on Adult dataset measured by...
SPD, Adversarial Debiasing has a better trade-off than Prejudice Remover. These observations lead to the following answer to RQ2:

Answer to RQ2: The quantitative measurement of Fairea allows us to determine and compare fairness-accuracy trade-offs achieved by different bias mitigation methods. For example, Fairea measures that the EO method achieves a 71.4% better trade-off than CO\_fpr (i.e., 0.024 vs. 0.014) for the case LR-Adult-Sex under Statistical Parity Difference. Different datasets have different bias mitigation methods that achieve the best trade-off (i.e., EO for Adult; CO\_fpr for German).

### 6.3 RQ3: Parameter Tuning

In RQ3, we investigate the effectiveness of Fairea in evaluating the parameter tuning for in-processing methods. For this purpose, we apply Fairea on the original model of Prejudice Remover with \( \eta = 0 \), and Adversarial Debiasing with an adversary\_loss\_weight = 0.

As in previous experiments, we perform 50 train-test splits for all numerical values of \( \eta \) between 1-100 for PR, with a step size of 1. We evaluate adversary\_loss\_weights in a range of 0.05-1, with a step size of 0.05. Due to limited space, we choose the Adult dataset as an example to illustrate experiments on parameter tuning. Full results are available in our project repository [32].

We first plot the accuracy and fairness achieved by each parameter setting, shown in Figure 4. For both methods, all parameter settings for SPD achieves better trade-off than the original model. However, the bias mitigation effectiveness for AOD is much worse.

Although the different parameters all belong to the good trade-off region, it is difficult to determine which parameter setting achieves the best fairness-accuracy trade-off. We therefore investigate whether our quantitative measurement in Fairea helps spot the parameter that achieves the best trade-off.

Figure 5 shows these results. Sub-Figures 5 (a) and (b) show the trade-off measurement results provided by Fairea with different trade-off parameters. The remaining sub-figures show the accuracy and fairness changes separately without Fairea.

From sub-Figure 5.(a) and sub-Figure 5.(b), we observe that, when the trade-off parameter changes, our trade-off measurement first increases, then decreases, with a turning point indicating the parameter with the best trade-off. However, from the remaining sub-figures, without the support from Fairea, it is difficult to choose a parameter with accuracy and fairness changing at the same time.

Of course, in practice, the desired trade-offs may depend on the application scenario and the specific requirement. Some applications may demand a higher degree of fairness, with the capability of enduring more accuracy loss. However, the quantitative measurement in Fairea provides an engineering solution for finding the best trade-off as a reference for developers.

Answer to RQ3: Our trade-off measurement helps to quantify the fairness-accuracy trade-offs achieved by in-processing methods with different trade-off parameter settings, and to identify parameters that achieve the best fairness-accuracy trade-offs.

### 6.4 RQ4: Influence of Mutation Strategies

This research question is designed to investigate how the mutation strategy for simulating naive mitigation methods affects the construction of the Fairea baseline. We show and compare three different mutation strategies: replace labels with "0", replace labels with "1", and replace labels at random.

Figure 6 shows the accuracy and fairness (SPD, AOD) of the three mutation strategies. We analysed all three datasets, the conclusions are identical, so we only present results for the Adult-sex task (full results are available in our project repository [32]).

As can be seen, when we mutate the labels with the majority class label (0 in the case for Adult-sex), its baseline is on top of the other two strategies. This means that overwriting with the majority label provides a more strict baseline than the other two strategies. Mutation with the minority class label (1 in the case for Adult-sex) instead leads to a baseline with lower accuracy on the same level of fairness. Using such a baseline would provide weaker conditions when checking the trade-off of bias mitigation methods. Replacement with random labels leads to a baseline in-between the other two strategies, but with 100% labels replaced, the fairness values are not minimised at zero because of the imbalanced data distribution.

In this paper, we adopted the strategy of mutating predictions with the majority class label in the training data. Although this is
the most strict among the three strategies, it is still a naive bias mitigation method achieved simply by label overwriting, which we expect that a reasonably effective bias mitigation method should outperform.

Answer to RQ4: Among the different mutation strategies we explored, replacing labels with the majority class label for a dataset leads to the strictest baseline.

7 CONCLUSIONS AND FUTURE WORK

In this paper, we proposed Fairea, a novel approach to evaluating and quantitatively measuring the fairness-accuracy trade-off. There are three primary questions that previous work could not answer without Fairea: 1) The Fairea baseline tells whether a bias mitigation method trades accuracy for fairness (or even worse than that). The qualitative approach used by previous work is not able to differentiate “good trade-off” and “poor trade-off” like Fairea does; 2) Fairea provides extra information for developers by telling whether bias mitigation method A outperforms method B when they both achieve a “good trade-off”; 3) Fairea helps to tune the fairness mitigation parameter for in-processing methods.

We performed a large scale empirical study to evaluate our baseline Fairea on three widely used datasets and 12 bias mitigation methods. We found that half of the bias mitigation methods are not able to achieve a reasonable bias mitigation effectiveness (either achieving a worse trade-off than our baseline, or decreasing accuracy and increasing bias). In addition, few methods perform well on all datasets and all models. These results show the limitations and challenges of the existing bias mitigation methods, suggesting the need for further research effort on improving ML software fairness.

In future, we plan to involve Fairea into the bias mitigation process to guide mitigation optimisation and develop new bias mitigation methods.
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