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ABSTRACT
Non-Dominated Sorting Genetic Algorithm (NSGA-II) is one of the most popular Multi-Objective Evolutionary Algorithms (MOEA) and has been applied to a large range of problems. Previous studies have shown that parameter tuning can improve NSGA-II performance. However, the tuning of the offspring population size, which guides the exploration-exploitation trade-off in NSGA-II, has been overlooked so far. Previous work has generally used the population size as the default offspring population size for NSGA-II.

We therefore investigate the impact of offspring population size on the performance of NSGA-II. We carry out an empirical study by comparing the effectiveness of three configurations vs. the default NSGA-II configuration on six optimization problems based on four Pareto front quality indicators and statistical tests. Our findings show that the performance of NSGA-II can be improved by reducing the offspring population size and in turn increasing the number of generations. This leads to similar or statistically significant better results than those obtained by using the default NSGA-II configuration in 92% of the experiments performed.

CCS CONCEPTS
• Computing methodologies → Genetic algorithms.

KEYWORDS
Genetic algorithms, multi-objective optimization, NSGA-II, offspring population

ACM Reference Format:

1 INTRODUCTION
Evolutionary Algorithms (EA) have shown a wide applicability to a broad range of problems. One reason for the popularity of EAs is their ability to adapt to particular problems by tuning their parameters [3]. Finding optimal choices for parameters, such as population size and mutation rate, is difficult and significantly changes the behavior of EAs and their achieved performance (fitness landscape) [3, 5].

Genetic algorithms (GA) [6] are the most popular type of EA. Generally speaking, GAs perform global search by emulating biological evolution. When implementing GAs, developers have to make important decisions, including the population size, offspring population size, and mutation rate [3]. The choice of parameters has a critical impact on algorithmic performance.

The offspring population size plays an important role in guiding the exploration-exploitation trade-off for GAs [3]. While the parent population determines the focus of the GA within the search space, the size of the offspring population determines the rate of exploration performed. A high offspring population size allows for the exploration of a larger search space surrounding the parent population. However, increasing the size of the offspring population size is accompanied by an increasing amount of fitness evaluations on the offspring population, which affects the runtime of GAs.

This raises the question whether population size and offspring population size in GAs should remain coupled. In particular, we are interested in the effect of offspring population size on the performance of Multi-Objective Evolutionary Algorithms (MOEAs). Among those, we are interested in NSGA-II [4], which is one of the most popular MOEAs. Just as in canonical GAs, the offspring population size in NSGA-II is equal to the population size by default, and previous work has not considered offspring population size when tuning NSGA-II parameters (see e.g., [9, 10, 16]). We therefore investigate the tuning of offspring population size for NSGA-II as explained in the following.

2 EXPERIMENTAL DESIGN
In this section, we outline the design of the experiments we carry out to investigate the effect of offspring population size on the performance of NSGA-II. We present the research question as well as the settings and the problems used in our experiments.

Research Question. To evaluate the effect of offspring population size on the performance of NSGA-II, we answer the following research question: RQ: How does offspring population size influence the performance of NSGA-II? For this purpose we adapt the offspring population size of NSGA-II, while maintaining an identical amount of fitness computations (e.g., reduce offspring population size and increase number of generations).

Computational search. NSGA-II [4] is a well-known MOEA based on Pareto-optimality. NSGA-II can be considered as an extension of GAs for multiple objective function optimization. The fitness of an individual is determined for each objective and they are ranked based on Pareto fronts and crowding distance. NSGA-II
proceeds with an initial population $P$ of size $N$. Based on $P$, an off-spring population $Q$ of identical size is generated, using selection, crossover and mutation procedures.

**Performance Metrics** We selected four Pareto Front quality indicators that are suitable for theoretical problems with known Pareto fronts [8]. In particular, we consider: Generational Distance (GD), Generational Distance Plus (GD+), Inverted Generational Distance (IGD), Inverted Generational Distance Plus (IGD+) [7].

**Test Problems.** We investigate six test problems in our experiments, which have been investigated in the past and are available in pymoo, a framework for Multi-Objective Optimization (MOO) in Python [2]; ZDT1-6. [18]. The selected six problems are MOO problems with two objective functions.

**Settings.** For each of the NSGA-II configurations investigated in our study (see Section 3) we set a parent population of size 100, a budget of 25,000 fitness evaluations, a crossover probability of 0.9 and a mutation probability of $1/n$ (where $n$ is the number of decision variables), according to Deb et al. [4]. We used the NSGA-II implementation provided in pymoo (version 0.4.2.2) [2].

**Validation and Evaluation Method.** To evaluate the effect of off-spring population size on the off-spring ratio, we perform experiments on six test problems. These experiments apply different NSGA-II configurations and are repeated 100 times (each with different random seeds), to account for randomness [1]. We average results achieved across multiple runs. We then use statistical significance tests to assess performance achieved with different off-spring population sizes and summarise the results following a win-tie-loss procedure as done in previous work [11, 12, 14]. For this purpose, we use the Wilcoxon Signed-Rank test [17] ($\alpha < 0.01$), which is a non-parametric test that makes no assumption about underlying data distribution as done in previous work [13, 15].

3 RESULTS

To answer our research question, we compute the performance of different configurations for NSGA-II. In particular, we compare the default configuration (offspring population size = 100, generations = 250) against three different configurations which change off-spring population size and perform 25,500 fitness evaluations: NSGA-II$_{150G5_{500}}$ (offspring population size = 50, generations = 500), NSGA-II$_{166G5_{150}}$ (offspring population size = 150, generations = 166), NSGA-II$_{125G5_{200}}$ (offspring population size = 200, generations = 125).

Each pair of configurations is compared on six problems and four performance metrics, resulting in 24 comparisons. For each comparison, we determine if one of the two configurations is statistically better than the other, according to the Wilcoxon Signed-Rank test. Table 1 summarises these results.

Table 1: Win-tie-loss summary of the Wilcoxon tests comparing performance (GD, GD+, IGD, IGD+) by each pair of methods (columns vs. rows).

(i.e., by default both are set to 100), can be improved by reducing the size of the offspring population. Such a reduction allows for more generations and ultimately a better performance than using the default configuration.

Therefore hope that in the future offspring population sizing attracts more attention than previously, such that it will be included in parameter tuning.
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