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ABSTRACT
Background: Defect Prediction research aims at assisting software engineers in the early identification of software defect during the development process. A variety of automated approaches, ranging from traditional classification models to more sophisticated learning approaches, have been explored to this end. Among these, recent studies have proposed the use of ensemble prediction models (i.e., aggregation of multiple base classifiers) to build more robust defect prediction models. Aims: In this paper, we introduce a novel approach based on multi-objective evolutionary search to automatically generate defect prediction ensembles. Our proposal is not only novel with respect to the more general area of evolutionary generation of ensembles, but it also advances the state-of-the-art in the use of ensemble in defect prediction. Method: We assess the effectiveness of our approach, dubbed as Multi-objective Ensemble Generation (MEG), by empirically benchmarking it with respect to the most related proposals we found in the literature on defect prediction ensembles and on multi-objective evolutionary ensembles (which, to the best of our knowledge, had never been previously applied to tackle defect prediction). Result: Our results show that MEG is able to generate ensembles which produce similar or more accurate predictions than those achieved by all the other approaches considered in 73% of the cases (with favourable large effect sizes in 80% of them). Conclusions: MEG is not only able to generate ensembles that yield more accurate defect predictions with respect to the benchmarks considered, but it also does it automatically, thus relieving the engineers from the burden of manual design and experimentation.

CCS CONCEPTS
- • Software and its engineering → Search-based software engineering; Software defect analysis; • Computing methodologies → Ensemble methods.
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1 INTRODUCTION
As the world becomes more and more dependent on software, tasks such as detecting defects early in the development process become more essential and critical. Fixing software defects costs billions per year. The later a bug is found in the process, the more it costs to both its users, and the company providing the software [35].

Defect Prediction (DP) aims at assisting software engineers in identifying software defects during the development process, and ideally, before it is shipped to its customers. A variety of automated approaches, ranging from traditional classification models to more sophisticated learning approaches, have been explored to this end. Among these, recent studies have found the use of ensemble prediction models (i.e., aggregation of multiple base classifiers) to achieve more accurate results than those that would have been obtained by relying on a single classifier.

However, designing an ensemble requires a non-trivial amount of effort and expertise with respect to the choice of the set of base classifiers, their hyper-parameter tuning, and the choice of the strategy used to aggregate the predictions. An inappropriate choice of any of these aspects can lead to over- or under-fitting, thereby heavily worsening the performance of the ensemble.

Examining all possible combinations is not computationally affordable, as the search space is too large, and there is a strong interaction among these aspects, which cannot be optimized separately. Such a large search space makes Search-Based Software Engineering a suitable solution for the problem of automatically generating effective ensembles for DP.

In this paper, we propose a novel use of multi-objective evolutionary algorithms to automatically generate defect prediction ensembles. We dub our proposed approach Multi-objective Ensemble Generation (MEG).

MEG is novel with respect to the existing proposals in the more general area of evolutionary generation of ensembles, which are all based on Pareto-ensemble generation as opposed to the concept of Whole-ensemble generation we introduce herein. Moreover, our study is the first to investigate the effectiveness of evolutionary ensemble for defect prediction.

In order to assess the effectiveness of MEG, we conduct a large-scale empirical study by benchmarking it against traditional base classifiers (as a sanity check), against the state-of-the-art multi-objective ensemble approach proposed by Petrić et al. [53] which,
to the best of our knowledge, is the only one to use a diversity measure in the ensemble Defect Prediction literature, and against DIVACE proposed by Chandra et al., which is considered a seminal work for ensemble generation in the Evolutionary Computation literature. These [53] [17] are the work most closely related to ours, which motivated us to compare MEG to them.

To assess the effectiveness of MEG we carried out a thorough large-scale empirical study involving a total of 24 real-world software versions and 16 cross-version defect prediction scenarios, assessed according to the latest best practice for the evaluation of defect prediction and search-based approaches [7, 51, 55, 64].

Our results show that MEG is able to generate ensembles with similar or more accurate predictions than those achieved by all the other approaches considered in 73% of the cases (with large effect sizes in 80% of them). Not only does MEG yield good results, but it also relieves the engineer from the error-prone, burdensome, and time-consuming task of manually designing and experimenting with different ensemble configurations in order to find an optimal one for the problem at hand.

The main contributions of our work are: (1) The proposal of MEG, a novel multi-objective approach for the automated generation of ensembles based on the concept of whole-ensemble generation. (2) A large-scale empirical evaluation of the effectiveness of MEG for defect prediction which involves eight open-source Java software systems for a total of 24 software versions and 16 cross-version defect prediction scenarios. (3) The comparison of MEG to baseline defect prediction classifiers, the more recent approach to build ensembles for defect prediction [53], and a state-of-the-art multi-objective Pareto-ensemble generation (which has never applied to defect prediction before) [17].

We make the source code of MEG publicly available to facilitate its uptake for both researchers and practitioners [49]. We also share a replication package to allow for reproduction and extension [49].

2 BACKGROUND

Given the multi-disciplinary nature of this work, this section provides some background on Defect Prediction, Ensemble Learning, and Multi-Objective Evolutionary Optimisation.

2.1 Defect Prediction

Models applied for defect prediction generally exploit past data about software modules in order to classify the latter as either defective or not. To this end, predictive models infer one aspect of the data (dependent variable) from some combination of other aspects of the data (independent variables). In the context of binary defect prediction, the dependent variable is denoted by whether the software module contains defects or not, whereas the independent variables may vary depending on the project and can be extracted from various aspects of the software (e.g., source code metrics, process metrics) [10, 21, 47, 54, 75]. The performance of a predictive model relies on both the modelling technique and the independent variables used. A great deal of predictive models have been investigated in the literature. This includes widely used Machine Learning techniques such as Decision Trees, Logistic Regression and Naive Bayes [16, 27, 36]. More advanced techniques such as ensemble learning and search-based approaches have also been successfully applied for predicting software defects [3, 15, 20, 29, 43, 48, 57, 61]. However, no previous study has investigated the application of search-based approaches for the generation of ensemble for defect prediction.

2.2 Ensemble Learning

Ensemble Learning is a technique used for building more robust machine learning models achieving better performance by the means of combining multiple classifiers trained to solve the same problem. Base models can be used to design more complex models by combining a number of them according to a given ensemble learning approach. The aim is to achieve a more robust model able to reduce both (1) the bias error, which arises from erroneous assumptions made by a single base learner and which usually causes underfitting (i.e., missing relevant relations between features and target outputs); (2) the variance, which arises from the base learner sensitivity to small fluctuations in the training set and causes overfitting (i.e., the algorithm models the noise present in the training data).

Ensemble approaches can be classified into two types, homogeneous ensembles and heterogeneous ones. Homogeneous ensembles consist of members having a single-type base learning algorithm, whereas heterogeneous ensembles consist of members having different base learning algorithms. The choice of base learners and their combination to build an ensemble is extremely important for building a successful model. To this end, several algorithms have been proposed in the literature [57]. These include both, simple aggregation strategies, such as majority voting, weighted majority voting, average voting, and more advanced ones like bagging, boosting, and stacking.

Majority Voting is a simple aggregation strategy that considers the prediction of each base classifier, for a new instance, as a single vote. It then assigns the class which obtains the largest number of votes to the new instance.

Weighted Majority Voting is an extension to Majority Voting strategy, except that it gives more weight to the best base classifier by counting its prediction twice. It then follows the same strategy as Majority Voting as it assigns, to the new instance, the class which obtains the largest number of votes.

Average Voting assigns to the new instance an averaged value of the predictions of all base classifiers.

In binary classification problems, such as defect prediction, where the output is either “defective” or “non-defective”, this strategy computes the average of the prediction probabilities yielded by each base classifier. If the final averaged probability is lower than 0.5, the instance is classified as non-defective, otherwise it is assigned to the defective class.

Stacking is an ensemble machine learning algorithm which uses a meta-classifier to learn how to best combine the predictions from two or more base machine learning algorithms. Stacking can harness the power of a range of well-performing models on a classification or regression task and can make predictions that achieve better performance than any single model in the ensemble.

Bagging and Boosting are considered homogeneous learners, while Stacking considers heterogeneous base learners. Besides, Bagging mainly focuses on producing an ensemble model with less variance.
than its components whereas Boosting and Stacking will mainly try to produce strong models less biased than their components.

2.3 Multi-Objective Evolutionary Optimisation

Evolutionary Algorithms (EAs) are evolution-based optimisation algorithms used to find approximate solutions in a feasible amount of time to otherwise hard search problems [32, 37]. EAs work by iteratively evolving a population of chromosomes (solutions), each of which containing a set of genes. These solutions are encoded in a pre-defined structure, also known as the representation, e.g., an array of bits, integers, or floating points. The quality of a solution is assessed by a fitness function, which measures the extent to which a solution is fit to solve the problem. At each generation, the solutions of the population (parents) undergo crossover and random mutations in order to generate new candidate solutions (offspring). These operations carry genetic information from the fittest parents to the offspring and introduce diversity into the population, respectively. At the end of the generation, the fittest solutions survive and become parents in the subsequent generation. When a given stopping condition is reached, the fittest solution is returned. However, in most real-world scenarios (such as in Software Engineering), there are many conflicting objectives with equal weights that should be considered when analysing the quality of solutions [37, 76, 77]. They are said to be conflicting because they often cannot be optimised simultaneously in full, i.e., by improving one objective, the others are likely to deteriorate. Therefore, Multi-Objective Evolutionary Algorithms (MOEAs) try to find a balance between the many objectives and eventually output a set of non-dominated solutions using the concept of Pareto dominance [37, 76] as explained below. Let Z be a set of minimisation objectives and x and y two different solutions. Solution x is said to dominate solution y (x ≻ y) if: ∀ z ∈ Z : z(x) ≤ z(y) and ∃ z ∈ Z : z(x) < z(y).

If these conditions do not hold, then x and y are said to be non-dominated, i.e., they represent equally feasible solutions with acceptable trade-offs for the problem at hand.

3 MEG: MULTI-OBJECTIVE ENSEMBLE GENERATION

Figure 1 depicts an overview of MEG. The main purpose of MEG is to automatically generate ensemble classifiers by choosing a set of base classifiers, tuning them, and then selecting an aggregation strategy to produce the final ensemble. MEG is based on MOEAs, thus it iteratively evolves a population of ensembles across multiple generations and outputs the ensembles with the best trade-off between diversity of base classifiers and overall accuracy of predictions (Section 3.2 describes the objectives).

MEG differs from related work by selecting base classifiers, optimising their hyper-parameters, and finally picking an ensemble strategy that best suits the context. The result is not a single ensemble, but rather a set of evolved ensembles from which the engineer can choose the one that best fits their needs. This allows for a robust evolution of ensembles with more flexibility in how they are designed and built. We define our proposed technique, MEG, as whole ensemble generation, which is not only novel for the defect prediction literature, but also for the general ensemble literature.

3.1 Representation


The classifier array contains 15 bits, where each index corresponds to a specific classifier. If the bit in index i is 1, it signifies that the i-th classifier is active and will be included in the ensemble, otherwise, it will not be included. MEG explores three different types of classifiers. These are namely, Naive Bayes (NB) at indexes 1..3, three k-Nearest Neighbors algorithms (k-NN) at indexes 4..6, four Support Vector Machines (SVM) at indexes 7..10, and five Decision Trees (DT) at indexes 11..15. We included those models in the representation because the most related work [53] to ours used the same. This allows a fair comparison in our empirical study, however future work can extend MEG to incorporate other classifiers.

The parameter array consists of the hyper-parameters of each of the 15 classifiers. For k-NN, SVM, and DT, the parameters are represented by double values indicating the number of neighbours, cache size, and pruning confidence, respectively. For NB, we use a categorical value where 0 indicates the normal density distribution and 1 represents a kernel density estimator. MEG can be extended to handle additional hyper-parameters for each classifier, however in this work we experimented with the ones used in the work of Petrić et al. [53].

Finally, the strategy array consists of a single integer value (later converted into a categorical one) representing the strategy to be used by the ensemble to aggregate the predictions of all constituent classifiers. Given that we aim at investigating ensembles composed by different types of base classifiers, we consider the following heterogeneous aggregation strategies: i) majority voting; ii) weighted majority voting; iii) stacking; and iv) average voting.1

The proposed representation allows MEG to simultaneously select classifiers, optimise their parameters, and select the aggregation strategy. For instance, differently from algorithms such as DIVACE [17], the strategy array allows MEG to optimise for a specific ensemble strategy, as opposed to forcing the engineer to choose one. Furthermore, allowing the selection of classifiers and their tuning online also reduces the engineering effort, as the engineer is not required to pre-train the classifiers before the optimisation process, such as in the work of Fletcher et al. [23].

3.2 Fitness Functions

MEG uses two fitness functions to guide the search for ensembles: diversity and accuracy. The accuracy of an ensemble depicts how

1We do not consider Bagging and Boosting as they are both homogeneous ensemble strategies which take into account a single type of base classifier.
well it can predict the labels of the instances under consideration, which in the context of this work are “defective” (true) or “non-defective” (false). Naturally, the more accurate the ensemble, the better. On the other hand, the diversity measures assess how different the predictions of the classifiers in the ensemble are. Diversity is an important factor when designing ensembles, since a diverse ensemble is more likely to predict “corner cases” instances. However, in a classification problem, the more the classifiers disagree in their predictions, the less accurate the ensemble tends to be. For instance, for a given instance with the true label “defective”, if two classifiers each predict “defective” and “non-defective” respectively, then we obtain diverse results, but with 50% accuracy. Hence, these two measures are conflicting, but with 50% accuracy. Hence, these two measures are conflicting, but MEG still aims at optimising both for a good trade-off.

There are many accuracy and diversity measures in the literature [57]. In this work, we use Mathews Correlation Coefficient (MCC) [63] as the accuracy objective, and Disagreement [38] as the diversity measure. MCC represents the correlation coefficient between the actual and predicted classifications. Equation 1 shows the formula for the assessment of MCC.

\[
\text{Accuracy} = \text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

where True Positives (TP) are defective modules correctly classified as defective; False Positives (FP) are non-defective modules falsely classified as defective; False Negatives (FN) are defective modules falsely classified as non-defective; True Negatives (TN) are non-defective modules correctly classified as non-defective (see Table 1).

MCC outputs a value between −1 and +1, where a value of +1 indicates a perfect prediction, a value of 0 signifies that the prediction is no better than random guessing, and −1 represents a completely miss-classified output. With that in mind, the greater the MCC, the better the solution. We opted to use MCC to assess and compare the accuracy of models as this measure has been strongly recommend in alternative to other previously popular measures, such as F-measure, which have been shown to be biased [51, 63, 73] when the data is imbalanced (as it is frequently the case in DP). MCC is a more balanced measure which, unlike the other measures, takes into account all the values of the confusion matrix [51, 63].

The second objective, diversity, is computed based on the disagreement measure [38], which measures (as the name implies) the prediction disagreement between groups of classifiers. We use this measure as it was used in previous work for traditional ensemble defect prediction [53] to which we compare MEG.

Equation 2 depicts the formula for computing Disagreement:

\[
\text{Diversity} = \text{DIS}_{i,j} = \frac{N^{10} + N^{01}}{N^{11} + N^{00} + N^{10} + N^{01}}
\]

where \( N^{10} \) represents the number of instances correctly classified by the \( i^{th} \) classifier and incorrectly by the \( j^{th} \) classifier of the ensemble. \( N^{01}, N^{00} \) and \( N^{11} \) can be interpreted similarly. In summary, disagreement measures how many of the base classifiers’ predictions contradict each other. Disagreement values can be any value within the range [0, 1], where the higher the value, the more different the two classifiers. To calculate the diversity of the ensemble, we find the average pairwise disagreement between all pairs of its constituent members. An ideal ensemble would be the one that yields a high MCC and a high disagreement between its constituent classifiers. However, as mentioned at the beginning of this section, this is hard to achieve in practice, thus the need of using a MOEA to strike an optimal trade-off between these two competing goals.

### 3.3 Genetic Operators

Since there are three arrays in the representation (Section 3.1), the crossover and mutation happen in three parts, each of which with the respective operators adapted for the type of genes.

MEG uses a Single Point Crossover operator with 95% probability for all three representation arrays. This crossover operator takes two parents and combines their genes to generate two children. First, it chooses an index from the parents’ genes array at random. It cuts the parents on that index into two parts, left and right. It then combines the left part of parent one with the right part of parent two to generate the first child, and the right genes of parent one with the left genes of parent two to create the second child.

### Table 1: Confusion Matrix for Binary Classification.

<table>
<thead>
<tr>
<th>Actual Value</th>
<th>Predicted Value</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Defective (1)</td>
<td>Defective (3)</td>
<td>Non-Defective (0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>TP</td>
<td>FN</td>
<td></td>
</tr>
<tr>
<td>Non-Defective (0)</td>
<td>FP</td>
<td>TN</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: An overview of our proposed Multi-objective Ensemble Generation (MEG) approach.
After crossover, the children undergo mutation with a lower probability. Since the classifiers array (bit array) and parameters array (double array) have 15 indexes, the mutation probability is set to 0.07. Thus, it is expected that each child will have one of its bit/double gene mutated. For the ensemble strategy (int array) with one index, the probability is set to 0.25. Hence, it is expected that the ensemble aggregation strategy is mutated once in every four children. MEG uses a Bit Flip Mutation operator for the classifier array, and a Simple Random Mutation operator for the parameter and strategy arrays. The former simply flips the bit by changing it to 1 if the gene is 0, or to 0 if the gene is 1. The latter generates a random number for a mutated gene.

We set the population size to 100 and the stopping condition to 10,000 fitness evaluations. This means that the evolutionary process runs for 100 generations. In the end, all the non-dominated solutions are returned. In our experiments, the same algorithm, operators, and configuration are used with DIVACE (Sections 4 and 5).

3.4 Implementation Aspects
MEG was implemented using jMetal 5.10.2 a widely-used framework for realising MOEAs in Java. jMetal provides multiple MOEAs, and mutation and crossover operators, which suits well the purpose of MEG. We implement MEG by using the NSGA-II [19] algorithm. We chose NSGA-II due to its popularity, easily adaptable nature with jMetal, performance, and because it has shown to be a robust algorithm in the SBSE literature [31]. For the ML implementation, we use the Weka 3.9 framework.3 Our source-code is publicly available online, along with a replication package, containing the datasets, the raw results and the scripts we realised to analyse them [49].

4 EXPERIMENTAL DESIGN

In order to validate the effectiveness of MEG, we benchmark it against base classifiers, the state-of-the-art ensemble stacking for defect prediction as proposed by Petrić et al. [53], and the state-of-the-art Pareto-ensemble generation approach DIVACE [17], in the context of Cross-Version Defect Prediction (CVDP). Specifically, we aim at answering three research questions (RQs) as detailed below.

4.1 Research Questions
ML base classifiers have been widely proposed and considered as benchmarks in previous defect prediction studies. Therefore, our first research question investigates and compares the performance of MEG with that of traditional ML base classifiers. We consider this a “sanity check” given that any newly proposed model that cannot generally outperform base classifiers cannot be considered a scientific advancement in the state-of-the-art. To this end we ask:

RQ1 – MEG Vs. Base Classifiers: How does MEG compare to traditional base classifiers?

If MEG passes this sanity check, then we investigate whether our proposed approach can also outperform the aggregation of multiple ML base classifiers. We therefore compare the performance of MEG with that of existing ensemble for defect prediction. In order to verify this, we pose our second research question:

RQ2 – MEG Vs. Traditional Ensemble: How does MEG compare to ensemble stacking?

In particular, as nobody has previously proposed the use of MOEAs to generate ensemble models for defect prediction, we answer the above question by verifying whether MEG actually performs better than stacking, which has proven to be better than other ensemble approaches in previous defect prediction work [53].

Since our approach, MEG, is also novel with respect to existing multi-objective evolutionary approaches designed to generate ensemble for general-purpose classification problems, we also benchmark it with the state-of-the-art Pareto-ensemble generation technique DIVACE, thereby motivating our last research question:

RQ3 – MEG Vs. Pareto-ensemble: How does MEG compare to Pareto-ensemble generation, more specifically DIVACE, the state-of-the-art ensemble generation technique based on MOEAs?

In the following subsections we describe the techniques and datasets used as a benchmark to answer RQs 1–3, and the validation and evaluation criteria we employed to assess the performance of the prediction models we compare.

4.2 Benchmark Techniques

4.2.1 Base Classifiers. As a baseline benchmark, we compare the ensemble produced by MEG to the single based learners, as the purpose to build an ensemble is to achieve prediction performance which are at least comparable or superior to individual classifiers [9, 13, 53]. We use the same four base classifiers used by Petrić et al. [53], namely Naive Bayes (NB) [70], k-Nearest Neighbour (k-NN), Support Vector Machine (SVM) [14], and Decision Tree (DT) [58]. To allow for a fair comparison with the ensembles, these are the same classifiers used by both MEG and DIVACE.

Based on the study by Petrić et al. [53], we train the base classifiers with the following parameters and select the configuration with the best training/validation MCC, as explained in Section 4.4: i) NB – NB with conventional distribution estimation and NB-K with kernel density estimator; ii) DT – pruning confidence values of 0.25, 0.2, 0.15, 0.1, and 0.05; iii) k-NN – number of neighbours (k) of 3, 5, and 7; and iv) SVM – C of 1, 10, 25, and 50.

4.2.2 Stacking Ensemble. The Stacking ensemble proposed by Petrić et al. [53] is composed by at most 15 base classifiers, each of which has a pre-defined configuration. The best stacking composition is the best combination of 2 to 15 base classifiers with the best training/validation MCC value. Moreover, since the other algorithms and MEG also use MCC, this was the natural choice for a fair comparison. To find the best Stacking combination, we followed the procedure proposed by Petrić et al. [53]. We first train the 15 base classifiers and order them in descending order according to their MCC. We then build 14 combinations from sizes 2 to 15, incrementally adding the next best base classifier, and setting the best classifier as the meta-classifier. We then select the best combination for a given program obtained on the train/validation set and use it during the testing phase, as detailed in Section 4.

4.2.3 Pareto-ensemble Generation: DIVACE. DIVACE is a Multi-objective Genetic Algorithm that uses the Pareto-ensemble approach to search for optimal ensemble classifiers, i.e., it joins the...
resulting non-dominated predictors into one single ensemble. DIVACE had never been assessed for defect prediction in prior studies. It was originally proposed for a regression task (more specifically for building neural networks), but it has served as a reference since then for other ensemble generation techniques. It makes use of specialised continuous operators to generate weights and drive solutions towards specific and relevant parts of the search space. For more details on the approach we refer the reader to the original paper by Chandra et al. [17].

DIVACE, as originally proposed, uses the Negative Correlation Learning (NCL) measure for diversity, and MCC for the accuracy objective. DIVACE evolves the same four base classifiers as MEG by using NSGA-II, to allow for a fair comparison. Since DIVACE does not automatically select the aggregation strategy during the evolutionary process, one has to manually experiment with different aggregation strategies to identify the most suitable for the problem at hand. We therefore tried different strategies (i.e., Majority Voting, Stacking, and Average Rule) and found that Majority Voting generally generates the best results for the investigated datasets.

At the end of the evolution process, DIVACE aggregates all non-dominated solutions based on NCL and MCC into a single Majority Voting ensemble, thus producing a single optimal solution.

### 4.3 Datasets

In our empirical study we used the corpus made publicly available by Yatish et al. [74]. This data has been collected using a realistic approach based on two main criteria: (i) the use of an Issue Tracking System with the availability of high numbers of closed or fixed issue reports; and (ii) issue reports collected for each studied system are traceable back to the code. Following this procedure has resulted in obtaining less erroneous defect counts and hence representing a more realistic scenario of defective module collection.

We experiment with eight software systems considering three releases for each system, as listed in Table 2, which has been shown to be preferable to other types of validation such as 10-fold cross validation or bootstrapping [22, 29].

### 4.4 Validation Criteria

In the CVDP scenario, for each of the software systems, we train on one release and test on a later version, i.e., we train on version $v_x$ and test on version $v_y$, where $x < y$, as done in previous work [29].

**Training and Validation:** For all algorithms included in this study, to prevent overfitting during the training phase, we apply an internal bootstrapping procedure with replacement using 80% of the data for training and 20% for validation (as suggested by Tanithamthavorn et al. [66]). We use this bootstrapping procedure to cater for the randomness of the data as confounding factors for the results. During the MOEA evolution, each candidate solution’s fitness is the result of the predictions over the unseen 20% validation. We perform the same procedure to train the Stacking (state-of-the-art ensemble), DIVACE, and all traditional classifiers.

For each of the approaches investigated herein, the best performing solutions, are selected based on MCC on the validation data, and then used to train the final model on the whole training data. Such a model is then evaluated on an unseen test set. Given that MEG generates a set of ensembles (rather than a single solution as done by the base classifiers and DIVACE), we choose the solution in the Pareto-front with the highest MCC value on the validation data as the MEG’s final solution. After a preliminary but comprehensive assessment, such a heuristic also showed to be the best one among other investigated ones such as selecting the most diverse solution, the one in between, or a random solution. We provide a summary of this preliminary assessment in our online artefact.

**Testing:** For each of the systems and prediction techniques considered herein, we build two prediction models. One by using the first available version in Yatish’s corpus [74] as training data, given that recent work has proven that it is effective to use early defect data for training purposes [8, 65], and one by using the penultimate available version, as done in most of previous CVDP work. Both models are then tested on the latest version available in the corpus, which is completely unseen/untouched during the training process. By following this procedure, we ensure that the training and choice of best solution in the previous phases reflects a real-world scenario where the engineer does not possess information about the software components for which they are trying to predict defects. Moreover, the versions we used as train and test sets are not immediately subsequent releases nor are they the system’s most recent ones. In addition, there is always a window of at least five months between these releases. This reduces the likelihood of the snoring effect or unrealistic labelling as described in previous studies [4, 8, 34].

Finally, to mitigate for the variability induced by the use of stochastic algorithms, we run the above procedure 30 times [7, 55].

In order to ensure a fair comparison among all algorithms, we ensured that the bootstrapping procedure samples the same data to train each compared approach within a same run by using a same seed for all, yet different runs uses different seeds.

### 4.5 Evaluation Criteria

We use MCC to evaluate the prediction performance of the models given that we do not target a specific business context [45, 51], and, as explained in Section 3.2, MCC is a comprehensive measure, which provides a full picture of the confusion matrix by assessing all its aspects equally. It is also not sensitive to highly imbalanced data

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of modules (faulty %)</th>
<th>Dataset</th>
<th>No. of modules (faulty %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>activemq-5.0.0</td>
<td>1884 (15.55%)</td>
<td>hive-0.9.0</td>
<td>1560 (11.28%)</td>
</tr>
<tr>
<td>activemq-5.3.0</td>
<td>2367 (10.90%)</td>
<td>hive-0.10.0</td>
<td>1560 (11.28%)</td>
</tr>
<tr>
<td>activemq-5.8.0</td>
<td>3420 (6.02%)</td>
<td>hive-0.12.0</td>
<td>2662 (8.00%)</td>
</tr>
<tr>
<td>derby-10.2.1.6</td>
<td>1963 (33.67%)</td>
<td>jurby-1.1.0</td>
<td>731 (11.9%)</td>
</tr>
<tr>
<td>derby-10.3.1.4</td>
<td>2206 (30.33%)</td>
<td>jurby-1.5.0</td>
<td>1131 (7.25%)</td>
</tr>
<tr>
<td>derby-10.5.1.1</td>
<td>2705 (14.16%)</td>
<td>jurby-1.7.0</td>
<td>1614 (5.39%)</td>
</tr>
<tr>
<td>groovy-1.5.7</td>
<td>757 (3.43%)</td>
<td>lucene-2.3</td>
<td>805 (24.35%)</td>
</tr>
<tr>
<td>groovy-1.6-B1</td>
<td>821 (8.53%)</td>
<td>lucene-3.0</td>
<td>1337 (11.59%)</td>
</tr>
<tr>
<td>groovy-1.6-B2</td>
<td>884 (8.60%)</td>
<td>lucene-3.1</td>
<td>2806 (3.81%)</td>
</tr>
<tr>
<td>hbase-0.94.0</td>
<td>1059 (20.59%)</td>
<td>wicket-1.3.0-B1</td>
<td>1763 (7.37%)</td>
</tr>
<tr>
<td>hbase-0.95.0</td>
<td>1669 (22.95%)</td>
<td>wicket-1.3.0-B2</td>
<td>1763 (7.37%)</td>
</tr>
<tr>
<td>hbase-0.95.2</td>
<td>1834 (26.34%)</td>
<td>wicket-1.5.3</td>
<td>2578 (4.07%)</td>
</tr>
</tbody>
</table>
and is widely used in the defect prediction and machine learning literature [51, 63, 73].

In order to show whether there is any statistical significance between the results obtained by the models, we perform the Mann-Whitney U [42] setting the confidence limit, \( \alpha \), at 0.05 and applying the Bonferroni correction (\( \alpha/K \), where \( K \) is the number of hypotheses) when multiple hypotheses are tested. Unlike parametric tests, the Mann-Whitney U raises the bar for significance, by making no assumptions about underlying data distributions. Moreover, we used effect size to assess whether the statistical significance has practical significance effect size [7]. To this end we use the Vargha and Delaney’s \( \hat{A}_{12} \) non-parametric effect size measure, as it is recommended to use a standardised measure rather than a pooled one like the Cohen’s \( d \) when not all samples are normally distributed [7], as in our case. The \( \hat{A}_{12} \) statistic measures the probability that an algorithm \( A \) yields greater values for a given performance measure \( M \) than another algorithm \( B \), based on the following equation:

\[
\hat{A}_{12} = \left( R_1/m - (m+1)/2 \right)/n
\]

(3)

where \( R_1 \) is the rank sum of the first data group we are comparing, and \( m \) and \( n \) are the number of observations in the first and second data sample, respectively. Values between (0.44, 0.56) represent negligible differences, values between [0.56, 0.64] and (0.36, 0.44) represent small differences, values between [0.64, 0.71] and (0.29, 0 : 44] represent medium differences, and values between [0.71, 1.0] and (0.71, 1.0] represent large differences.

### 4.6 Threats to Validity

#### Threats to External Validity:

As it is the case for most software engineering empirical studies, the datasets (i.e., programs) and prediction approaches used in this paper might not be fully representative of the population, which is a threat to the generalisability of our conclusions. The datasets we use are all based on open-source Java projects [74], which limits the generalisability of our results to proprietary software or projects written in other languages. In order to mitigate this threat, we used a variety of programs of different sizes and imbalanced nature, and which have been used in previous work [74]. Another external threat is linked to the choice of techniques which MEG was benchmarked against. We benchmarked MEG against the most relevant related work in the literature: traditional base ML classifiers, widely used in defect prediction work [27], the only multi-objective ensemble proposed thus far for defect prediction [53] and the state-of-the-art evolutionary ensemble DIVACE. Moreover, we implemented both DIVACE and the Stacker approach with Weka which is the tool used by Petric et al. [53] to closely reproduce the state-of-the-art multi-objective ensemble DP [53]. This allowed us to share as many aspects as possible between all approaches and reduce any confounding factors that could arise from different implementations or configurations [40, 50]. While we believe that it would be interesting to carry out a large-scale empirical study comparing other ensemble approaches which have been proposed in the more general ML literature but have not been used for defect prediction (including for example auto-sklearn and AutoFolio [35]), this is out of the scope of our work and it deserves an investigation on its own right due to both the different aim, scope and technical challenges involved. For example, in order to compare various ensembles provided in ML tools other than Weka, such as auto-sklearn or AutoFolio which are currently available only in Phyton, it might require one to re-implement all approaches in a same tool to ensure a fair empirical comparison as using different ML tools might lead to different results [40, 50].

#### Threats to Internal Validity:

The most prominent threat to internal validity relates to the correctness of our own implementations of DIVACE and the Stacking build procedure. We followed all the details provided in the reference papers [17, 53], but it is still possible that some differences were introduced. In order to mitigate this threat, all authors made sure to rule out any ambiguity by verifying the code and comparing it to the reference papers. In occasions where we could not agree on the way to resolve an ambiguity, we opted for design decisions which allow us to compare all the approaches on a level playing field.

#### Threats to Construct Validity:

DIVACE and MEG are stochastic by nature. Consequently, the results of these techniques may differ from one run to another, causing unwanted variations in our experimental analysis. In order to mitigate this variability, and to provide a robust analysis, both DIVACE and MEG were executed 30 times and the median MCC values were reported (as opposed to means given that the latter is known to be more susceptible to outliers [64]), as suggested by best practices for the assessment of randomised optimisation algorithms and prediction systems [7, 51, 55, 64]. Moreover, we perform bootstrapping during training by using a same random seed for all techniques used across all our experiments. This ensures that any variation or difference in results is due to the nature of the techniques themselves and not due to a different random data sampling. Finally, we used a robust and unbiased measure, such as MCC, to evaluate the prediction capabilities of all the approaches investigated herein, and performed statistical tests, including both hypothesis testing and effect size, by carefully checking all the required assumption, such that our conclusions could be backed up by scientifically sound evidence [51].

### 5 RESULTS

In this section, we present and discuss the results of all research questions addressed in our work.

#### 5.1 Answer to RQ1 – MEG Vs. Base Classifiers

As a sanity check, we compare the performance of MEG to that of traditional classifiers (i.e., DT, NB, k-NN and SVM) known to perform well for the task of defect prediction. Table 3 shows that, out of the four classifiers investigated, NB achieves the best performance overall. When compared to MEG, results show that MEG performs similarly or better than NB in 69% of the cases with 73% of those cases being statistically significant and having a large effect size.

Our results also show that MEG is able to generate ensembles that perform similarly or better than traditional classifiers in 45 (70%) out of the 64 cases investigated. Moreover, MEG strictly outperforms traditional classifiers in 39 out of the 64 (61%) cases considered with the difference in 90% of those cases being statistically significant.

**Answer to RQ1:** MEG generates statistically better or at least equivalent ensembles to traditional classifiers in 70% of the cases.
Table 3: MCC values obtained on the test set by the base learners (NB, DT, k-NN, SVM), MEG, DIVACE, over 30 runs.

<table>
<thead>
<tr>
<th>Version (training data)</th>
<th>MEG</th>
<th>DIVACE</th>
<th>Stacking</th>
<th>NB</th>
<th>DT</th>
<th>k-NN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>activemq-5.0.0</td>
<td>0.29</td>
<td>0.20</td>
<td>0.24</td>
<td>0.29</td>
<td>0.15</td>
<td>0.25</td>
<td>0.30</td>
</tr>
<tr>
<td>derby-10.2.1.6</td>
<td>0.40</td>
<td>0.25</td>
<td>0.22</td>
<td>0.37</td>
<td>0.24</td>
<td>0.16</td>
<td>-0.05</td>
</tr>
<tr>
<td>groovy-1.5.7</td>
<td>0.23</td>
<td>0.31</td>
<td>0.22</td>
<td>0.21</td>
<td>0.31</td>
<td>0.33</td>
<td>0.24</td>
</tr>
<tr>
<td>hbase-0.94.0</td>
<td>0.30</td>
<td>0.27</td>
<td>0.25</td>
<td>0.07</td>
<td>0.27</td>
<td>0.25</td>
<td>0.31</td>
</tr>
<tr>
<td>hive-0.9.0</td>
<td>0.20</td>
<td>0.19</td>
<td>0.10</td>
<td>0.21</td>
<td>0.19</td>
<td>0.07</td>
<td>0.22</td>
</tr>
<tr>
<td>jruby-1.1</td>
<td>0.23</td>
<td>0.28</td>
<td>0.16</td>
<td>0.22</td>
<td>0.30</td>
<td>0.29</td>
<td>0.20</td>
</tr>
<tr>
<td>lucene-2.3.0</td>
<td>0.18</td>
<td>0.13</td>
<td>0.12</td>
<td>0.18</td>
<td>0.13</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>wicket-1.3.0-B1</td>
<td>0.08</td>
<td>0.20</td>
<td>0.13</td>
<td>0.18</td>
<td>0.20</td>
<td>0.16</td>
<td>0.15</td>
</tr>
<tr>
<td>activemq-5.3.0</td>
<td>0.31</td>
<td>0.27</td>
<td>0.27</td>
<td>0.28</td>
<td>0.24</td>
<td>0.23</td>
<td>0.29</td>
</tr>
<tr>
<td>derby-10.3.1.4</td>
<td>0.39</td>
<td>0.31</td>
<td>0.31</td>
<td>0.37</td>
<td>0.30</td>
<td>0.28</td>
<td>0.38</td>
</tr>
<tr>
<td>groovy-1.6-B1</td>
<td>0.20</td>
<td>0.26</td>
<td>0.27</td>
<td>0.21</td>
<td>0.26</td>
<td>0.47</td>
<td>0.26</td>
</tr>
<tr>
<td>hbase-0.95.0</td>
<td>0.30</td>
<td>0.18</td>
<td>0.19</td>
<td>0.33</td>
<td>0.26</td>
<td>0.20</td>
<td>0.31</td>
</tr>
<tr>
<td>hive-0.10.0</td>
<td>0.28</td>
<td>0.27</td>
<td>0.27</td>
<td>0.18</td>
<td>0.26</td>
<td>0.19</td>
<td>0.23</td>
</tr>
<tr>
<td>jruby-1.5.0</td>
<td>0.19</td>
<td>0.28</td>
<td>0.10</td>
<td>0.17</td>
<td>0.28</td>
<td>0.27</td>
<td>0.17</td>
</tr>
<tr>
<td>lucene-3.0.0</td>
<td>0.06</td>
<td>0.05</td>
<td>0.09</td>
<td>0.19</td>
<td>0.04</td>
<td>0.14</td>
<td>0.00</td>
</tr>
<tr>
<td>wicket-1.3.0-B2</td>
<td>0.15</td>
<td>0.00</td>
<td>0.00</td>
<td>0.19</td>
<td>0.10</td>
<td>0.11</td>
<td>0.12</td>
</tr>
</tbody>
</table>

5.2 Answer to RQ2 – MEG Vs. Traditional Ensemble

When compared to the state-of-the-art Stacking ensemble, results show that MEG is able to generate similarly or better performing models in 14 out of the 16 cases under study (88%) with the difference in 86% of those cases (12 out of 14) being statistically significant with a large effect size.

To understand the performance of the ensemble, we analyse the non-dominated solutions generated by MEG. We discovered that Stacking, as an aggregation strategy, was selected in only 3% of the cases; the least common type of generated ensembles. On the other hand, we found that the most selected ensemble strategy by MEG was Weighted Majority Voting, which simply counts the best classifier’s vote twice and the other classifiers once. This strategy was selected in 78% of the non-dominated ensembles.

Answer to RQ2: MEG is able to generate ensembles that perform similarly or better than Stacking in 88% of the cases. The difference in results obtained by MEG is statistically significantly better in 75% of the cases with a large effect size.

5.3 Answer to RQ3 – MEG Vs. Pareto-ensemble

We also compare the ensembles generated by MEG to those generated by DIVACE. Results show that MEG outperforms DIVACE in 11 out of 16 cases studied (69%). This finding is also supported by the statistical tests showing that, in 82% of these cases, the difference is statistically significantly better and the effect size is large.

We further investigated the solutions generated by both these approaches and we found some interesting behavioural differences when it comes to the nature of the solutions. While MEG produced solutions consisting of a more heterogeneous set of classifiers with a mean and median number of classifiers equal to 2.41 and 2, respectively, DIVACE’s behaviour was more homogeneous. In most cases, DIVACE generated non-dominated solutions that were retained across generations resulting in ensembles comprised of 100 classifiers, out of which ≈98 were entirely of a homogeneous nature. MEG, on the other hand, generated a smaller set of heterogeneous ensembles with the largest number of classifiers being equal to 11. This shows that an ensemble consisting of a small heterogeneous set of classifiers yields better results than one comprising of a large set of homogeneous classifiers.

Answer to RQ3: MEG generates ensembles that are similar or statistically better to those produced by DIVACE in 69% of the cases, with the difference in 82% of them being statistically significant.

5.4 Final Remarks

MEG yielded statistically significantly better results than the other algorithms in most of the cases. To be precise, if we consider all comparisons between MEG and the other techniques, MEG is able to generate ensembles producing similar or more accurate predictions than those produced by the other approaches in 73% of the cases (with favourable large effect sizes in 80% of them). In the minority of the cases (27%) where MEG does not statistically significantly outperform all other approaches we observed that the number of faulty modules in the training data is lower than 10%, or the training data consists of less than 1,000 modules. For these cases, we also observed that MEG’s ensembles achieve better MCC values than those produced by traditional ML and Pareto-ensemble in the training phase, thus suggesting that its ensembles may overfit when the training data is small or contain few of defective instance.

The positive results obtained by using MEG in the majority of the cases investigated herein, suggest its use could be convenient for several reasons.

First, MEG removes from the engineer hands the burdensome, error-prone, and time-consuming task of building, or even selecting, an ensemble/classifier. Since it is all automated, the engineer can simply use MEG to generate robust ensembles.
Table 4: Mann-Whitney U pair-wise test results / Vargha-Delaney $\tilde{A}_{1:2}$ effect sizes obtained comparing MEG with DIVACE, Stacking, and base classifiers (NB, DT, k-NN, SVM). $\tilde{A}_{1:2}$: Large – L; Medium – M; Small – S; Negligible – N. Cells highlighted in blue (p-value < 0.05 and effect size > 0.5) indicate that MEG is statistically significantly better than the algorithms in the corresponding columns. Cells highlighted in orange (p-value < 0.05 and effect sizes < 0.5) indicate that MEG is significantly statistically worse. The last three rows show the number of times MEG yields better, equivalent, and worse results, respectively.

<table>
<thead>
<tr>
<th>Version (training data)</th>
<th>DIVACE</th>
<th>Stacking</th>
<th>NB</th>
<th>DT</th>
<th>k-NN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>activemq-5.0.0</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
</tr>
<tr>
<td>derby-10.2.1.6</td>
<td>&lt;0.01 / 0.8 (L)</td>
<td>&lt;0.01 / 0.83 (L)</td>
<td>&lt;0.01 / 0.8 (L)</td>
<td>&lt;0.01 / 0.83 (L)</td>
<td>&lt;0.01 / 0.83 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
</tr>
<tr>
<td>groovy-1.5.7</td>
<td>&lt;0.01 / 0.14 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 0.03 (L)</td>
</tr>
<tr>
<td>hbase-0.94.0</td>
<td>&lt;0.01 / 0.93 (L)</td>
<td>&lt;0.01 / 0.93 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.93 (L)</td>
<td>&lt;0.01 / 0.93 (L)</td>
<td>&lt;0.058 / 0.37 (S)</td>
</tr>
<tr>
<td>hive-0.9.0</td>
<td>0.197 / 0.6 (S)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>1.0 / 0.5 (N)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
</tr>
<tr>
<td>jruby-1.1</td>
<td>&lt;0.01 / 0.24 (L)</td>
<td>0.638 / 0.33 (N)</td>
<td>0.638 / 0.33 (N)</td>
<td>&lt;0.01 / 0.03 (L)</td>
<td>&lt;0.01 / 0.03 (L)</td>
<td>0.638 / 0.33 (N)</td>
</tr>
<tr>
<td>lucene-2.3.0</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.83 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
</tr>
<tr>
<td>wicket-1.3.0-B1</td>
<td>&lt;0.01 / 0.25 (L)</td>
<td>0.64 / 0.47 (N)</td>
<td>0.345 / 0.43 (N)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>0.64 / 0.47 (N)</td>
<td>0.64 / 0.47 (N)</td>
</tr>
<tr>
<td>activemq-5.3.0</td>
<td>&lt;0.01 / 0.83 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>0.151 / 0.6 (S)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
</tr>
<tr>
<td>derby-10.3.1.4</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.77 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.77 (L)</td>
</tr>
<tr>
<td>groovy-1.6-B1</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 0.83 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
</tr>
<tr>
<td>hbase-0.95.0</td>
<td>&lt;0.01 / 0.96 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>0.057 / 0.37 (S)</td>
</tr>
<tr>
<td>hive-1.0.0</td>
<td>&lt;0.01 / 0.92 (L)</td>
<td>&lt;0.01 / 0.9 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
</tr>
<tr>
<td>jruby-1.5.0</td>
<td>&lt;0.01 / 0.12 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.9 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 0.9 (L)</td>
</tr>
<tr>
<td>lucene-3.0.0</td>
<td>0.587 / 0.54 (N)</td>
<td>&lt;0.01 / 0.07 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 0.8 (L)</td>
<td>&lt;0.01 / 0.0 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
</tr>
<tr>
<td>wicket-1.3.0-B2</td>
<td>&lt;0.01 / 0.99 (L)</td>
<td>&lt;0.01 / 1.0 (L)</td>
<td>&lt;0.01 / 0.01 (L)</td>
<td>&lt;0.01 / 0.93 (L)</td>
<td>&lt;0.01 / 0.93 (L)</td>
<td>&lt;0.01 / 0.93 (L)</td>
</tr>
<tr>
<td>MEG is better</td>
<td>9</td>
<td>12</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>MEG is equivalent</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>MEG is worse</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Second, MEG can generate ensembles that can yield good predictions for future versions of a software. This is shown by the results achieved by the generated ensembles when trained on the first available software version, and tested on the latest.

Third, MEG can be extended and adapted to the engineers’ needs. In this paper, we focused on MCC as a measure of performance accuracy given that it is a comprehensive and balanced measure [51]. However, there might be cases where it may be more important to minimize one type of classification error. For example, an engineer might want to reduce the number of false negatives to the very minimum when predicting defects for mission and safety critical software systems (e.g., software controlling autopilot, medical devices) in which even a single failure can have serious adverse effects [51]. In this case, MEG can be extended to be guided by a fitness function devised for a specific goal.

Regarding the qualitative results, we analysed possible correlations between the results of the generated ensembles and possible imbalance in the data with respect to the percentages of defective and non-defective classes. However, we did not find any clear pattern. It seems that the results of the ensembles generated by MEG are more influenced by the individual predictions of each base classifier. For instance, when predicting defects for Derby, SVM showed very good results during training (training and validation MCC values higher than 0.7), but very poor performance during testing (negative MCC value). When analysing the ensembles generated by MEG for this program, we found out that when SVM was added to the ensemble, the resulting MCC values would drop from around 0.40 to 0.02. The drop is noticeable and undeniably significant, but luckily it is an exception, not the rule.

In our experiments, each of MEG’s independent runs took from 6–48 hours, which is greater than the time needed to perform the automated hyper-parameter tuning of the state-of-the-art algorithms (2–24 hours). While the time taken by the state-of-the-art is generally lower as it includes only training and possibly tuning, MEG’s running time is higher because it also encompasses the automatic selection of classifiers, voting strategies, and tuning of parameters. This procedure is analogous to the experimentation, tuning, and selection of many different algorithms that are usually done manually by the engineers. If we compare the time and expertise that would be required by the engineer to perform these tasks, using MEG saves time and effort overall. This is a common trade-off for automated search based approaches, as observed in previous work [26].

6 RELATED WORK

Search-based Software Engineering has been shown to be a powerful tool to address Software Engineering prediction tasks [60], such as software effort estimation, change prediction, defect prediction and maintainability prediction [41]. In the context of defect prediction previous studies have investigated the use of both single- (e.g., [30, 48, 62, 68]) and multi-objective search-based approaches [15] to either build or fine-tune learning models. However, no previous defect prediction study has investigated the use of search-based approaches to guide the construction of ensemble models, which have instead been exploited to solve general-purpose classification tasks (see Section 6.2). On the other hand, several ensemble learning techniques have been previously explored to build defect prediction models [5, 6, 39, 43, 56, 71], however to the best of our knowledge, the work by Petrić et al. [53] is the only to contemplate diversity, together with accuracy, in order to build more robust ensembles.

We refer the reader to existing literature surveys for more details on machine learning models for defect prediction [27], search-based
approaches for defect prediction [41], ensemble models for defect prediction [2, 43], and general-purpose evolutionary ensembles [57]. The rest of this section focuses on the work most related to ours.

6.1 Defect Prediction Ensemble Based on Diversity and Accuracy

Bowes et al. [11] and Panichella et al. [52] were the first to investigate the role of diversity in machine learning classifiers for defect prediction, unveiling that different classifiers predict different subsets of defects in datasets [11, 12, 52]. Subsequently, Petrić et al. investigated the use of diversity as a measure, in combination with accuracy, to guide the engineer in the design of ensembles for defect prediction [53] based on the intuition that the combination of an explicit diversity technique with a stacking ensemble could improve its prediction performance. To validate their proposal they carried out a thorough empirical study by comparing several stacking procedures manually designed to investigate how to best combine base classifiers based on diversity and accuracy measures, and they compared these with other types of ensembles such as bagging and boosting. They found that using a stacking built based to both, accuracy and diversity measures, produced the best results. We further exploit this intuition, and propose MEG which leverages the power of MOEAs to automatically search for optimal ensemble according to accuracy and diversity. Our proposal has the main advantage of relieving the engineer from the burden of manually designing an ensemble, which is instead required in previous work [53]. Besides, our results show that MEG outperforms the best ensemble defect prediction found by Petrić et al. [53] (see Section 5).

6.2 MOEAs for Ensemble Generation

Previous work has explored the use of Multi-Objective Evolutionary Algorithms (MOEAs) [37] in the context of ensemble generation by considering both accuracy and diversity as target objectives for different domains [1, 17, 24, 46] but none had been previously employed in the context of defect prediction.

All these work rely on the Pareto approach to generate the ensembles (see Section 2.3). Among these, the closest work to ours is that by Chandra and Yao [17], who used multi-objective optimisation based on NSGA-II in their algorithm called DIVACE, to evolve and train the set of weights of 3-layer neural networks by simultaneously optimising accuracy and diversity.

Studies in the AutoML literature have also investigated EAs for such optimisations, such as Autostacker [18]. However, work in this area generally optimises the parameters of the classifier composing the multi-layered ensemble, but does not encompass their selection or the aggregation strategy choice. Other work used MOEAs to make an optimal selection of pre-defined (or pre-trained) classifiers with feature selection for other classification tasks [18, 23, 25, 28, 59]. None leverage diversity as an objective.

In this paper, we instead propose an alternative and novel way to automatically generate ensemble models, based on whole-ensemble generation which is guided by the simultaneous use of diversity and accuracy. MEG has several advantages (as explained in Sections 3 and 5.4) and has achieved similar or significantly better results than DIVACE in our empirical study (see Section 5).

7 CONCLUSIONS AND FUTURE WORK

In this paper, we proposed MEG, a Multi-objective Ensemble Generation algorithm for defect prediction.

MEG is a novel technique, which, unlike previous MOEA-based ensemble generation, evolves a population of ensembles (i.e., whole-ensemble generations) rather than a population of base classifiers (i.e., Pareto-ensemble generation). Furthermore, MEG relies on both accuracy and diversity of ensembles to guide the search towards robust ensembles, which has not been previously evaluated in the context of defect prediction.

In our large-scale empirical study involving a total of 24 software versions from 8 different open-source projects, and both baselines and state-of-the-art benchmarks, we show that MEG is able to generate ensembles that achieve comparable or statistically significantly more accurate predictions for 73% of the comparisons, with large effect sizes in 80% of these cases.

These results show that our novel whole-ensemble generation approach, MEG, not only advances the state-of-the-art of ensemble in defect prediction (where multi-objective evolutionary ensemble had never been investigated) but it is also more effective than Pareto-ensemble generation algorithm. In addition, the benefits of MEG do not only lie on the higher accuracy of the generated ensembles, but also on the benefits of having an approach that automatically searches for an optimal design: This spares the engineer from the tedious, time-consuming, and error-prone activity of manually designing and experimenting.

The proposal of a novel whole-ensemble generation, such as MEG, opens up a variety of avenues for future work, including but not limited to the following:

- Investigating the effectiveness of alternative solution representations considering additional learners and aggregation strategies.
- Investigating the effect of using other measures as fitness function to guide the ensemble evolution, in combination or in alternative to the measures explored herein. These include the use of other diversity measures, and performance measures such as the classification stability [67] and the effort required for source code inspection [33, 44].
- Investigating MOEAs other than NSGA-II (e.g., MOEA/D, IBEA, MOCell, SPEA2) in order to assess to what extent the effectiveness of MEG varies depending on the underlying multi-objective algorithm [69].
- Investigating Deep-Learning (DL) in combination with MEG, to assess if this would further increase the ensemble prediction performance. DL approaches have recently been proposed to extract from the source code features which are subsequently used as an input (together or in alternative to traditional code metrics) to train a base binary classifier [72] for defect prediction. Our proposed approach, MEG, uses traditional code metrics yet it combines multiple different binary classifiers automatically searching for the best configuration. These approaches are different in nature: DL augments the training data, while MEG searches for an optimal configuration of multiple binary classifiers. It would be interesting in future work to explore such a combined use.
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